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Abstract. We have compared the climatology of upper tropospheric clouds simulated 
with the Colorado State University (CSU) general circulation model against cloud 
products retrieved by the International Satellite Cloud Climatology Project (ISCCP). 
Following the ISCCP cloud classification, upper tropospheric clouds are defined as clouds 
with cloud tops above 440 hPa. We refined our comparison by considering separately 
clouds with cloud tops above 180, 310, and 440 hPa in order to exhibit the optical 
characteristics of the highest clouds in the model and satellite cloud products. Four ranges 
of visible optical depths (r) were used to distinguish cirrus (r -< 3.6) from optically thicker 
cirrostratus (3.6 < r -< 23) and deep convective clouds (r > 23) and to further 
differentiate between thin (0.02 < r -< 1.6) and thick (1.6 < r -< 3.6) cirrus. Results show 
that the CSU GCM simulates satisfactorily the zonally averaged distribution of upper 
tropospheric clouds when all values of r are included but systematically underpredicts the 
frequency of occurrence of clouds with values of r less than 3.6 when compared against 
ISCCP-D1 data. This result reveals that simulated total-column optical depths for columns 
that include upper tropospheric clouds are too large relative to satellite-derived values. 
The CSU GCM simulates upper tropospheric clouds in the tropics more successfully than 
those in the middle latitudes. In the middle latitudes the model fails to simulate upper 
tropospheric clouds over the continents, especially over high plateaus and mountain 
ranges. Discrepancies between the CSU GCM and the ISCCP cloud products can be 
addressed in terms of our simple formulation of the optical thickness as a function of the 
prognostic liquid/ice water content, the prescribed value of the effective radius, and the 
geometrical thickness of the upper tropospheric model layers. We investigate the impact 
of the vertical resolution used in the GCM on the calculation of the optical depths of 
single-layer clouds using estimates of the geometrical thickness of cloudy layers from the 
Lidar In-Space Technology Experiment. 

1. Introduction 

It has long been recognized that upper tropospheric clouds 
play a major role in regulating the planetary radiation budget 
and the atmospheric general circulation, but that in models the 
impact of these clouds varies depending on the parameteriza- 
tions of their horizontal area and optical characteristics. It is 
essential for general circulation models (GCMs) to satisfacto- 
rily simulate the climatology of upper tropospheric clouds in 
order to investigate their interactions with radiation and the 
general circulation of the atmosphere and to study cloud- 
climate feedbacks. 

Parameterizations of the optical properties of upper tropo- 
spheric clouds have been shown to influence not only the 
top-of-the-atmosphere radiation budget but also the atmo- 
spheric circulation simulated by GCMs. Using the National 
Center for Atmospheric Research (NCAR) Community Cli- 
mate Model, Version 0, Ramanathan et al. [1983] demonstrate 
that parameterizing the infrared emissivity of cirrus clouds as a 
function of the liquid/ice water content reduces the equator- 
to-pole gradient of net radiative heating and improves the 
simulation of temperatures and zonal winds. The results of 
Slingo and Slingo [1988] corroborate the findings of Ra- 
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manathan et al. [1983]. Using Version 1 of the Community 
Climate Model, Slingo and Slingo [1988] find that the longwave 
radiative forcing of nonblack cirrus clouds increases the pre- 
cipitation maxima at low latitudes and strengthens the Hadley 
circulation. Experiments conducted by Ramaswamy and Ra- 
manathan [1989] on the sensitivity of the atmospheric circula- 
tion to solar absorption by cirrus clouds show that enhanced 
cirrus solar absorption contributes strongly to the stabilization 
of the upper tropospheric lapse rate by increasing the diabatic 
heating of the upper troposphere. In the sensitivity studies 
cited above, the cloud fraction is diagnosed from the large- 
scale relative humidity, and the computation of infrared emis- 
sivity and visible optical depth uses a prescribed (i.e., nonpre- 
dicted) distribution of the liquid or ice water paths. in addition 
to modifying the atmospheric general circulation through ra- 
diatively induced feedbacks, the optical properties of upper 
tropospheric clouds have been shown to influence the sensitiv- 
ity of climate to a doubling of atmospheric CO2. Senior and 
Mitchell [1993] demonstrate that the warming-induced increase 
of liquid water clouds at the expense of ice water clouds leads 
to a strong negative feedback and that this feedback is en- 
hanced when optical properties are dependent upon the liquid 
and ice water paths. 

Because many contemporary GCMs include a prognostic 
equation for the mass of condensed water [e.g., Smith, 1990; 
Ricard and Royer, 1993; Tiedkte, 1993; Boucher et al., 1995; Del 
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Genio et al., 1996; Fowler et al., 1996; Rotstayn, 1997] and 
because in these models the optical properties of upper tro- 
pospheric clouds are interactive and computed as functions of 
the liquid and ice water paths, it is increasingly important to 
compare not only the frequency of occurrence and amount of 
upper tropospheric clouds but also their optical properties 
against cloud data products. In addition to comparing top-of- 
atmosphere radiation budget simulations against satellite ex- 
periments such as the Earth Radiation Budget Experiment 
(ERBE) [Barkstrom, 1984] and the Cloud and Earth's Radiant 
Energy System (CERES) [Wielicki et al., 1996], comparing 
optical properties of upper tropospheric clouds simulated by 
GCMs against satellite-retrieved products provides an addi- 
tional tool to assess the ability of models to simulate the global 
distribution of the ice water path. In contrast to the simulated 
cloud liquid water path, whose geographical distribution can be 
compared against cloud liquid water retrieved from satellite 
microwave radiances over the oceans [Greenwald et al., 1993; 
Weng et al., 1997], geographical patterns of the vertically inte- 
grated ice water path remain unknown, and modelers have 
been constrained to indirectly estimate the performance of 
their ice microphysics parameterization [World Meteorological 
Organization, 1995]. Only Lin and Rossow [1994] estimated the 
global distribution of the ice water path from the difference 
between the International Satellite Cloud Climatology Project 
(ISCCP) total water path and the special sensor microwave 
imager (SSM/I) liquid water path for nonprecipitating clouds. 
One of the objectives of the Tropical Rainfall Measuring Mis- 
sion (TRMM) [Simpson et al., 1988] is to retrieve the vertical 
distribution of liquid and ice hydrometeors. Although cloud 
optical thicknesses are retrieved from top-of-the-atmosphere 
observed visible radiances by using a radiative transfer model, 
their use in conjunction with conventional Earth radiation bud- 
get data offers an additional path to our understanding of the 
characteristics of GCM-simulated climates. 

Systematic and detailed comparisons between satellite- 
derived climatologies of upper tropospheric clouds from the 
ISCCP [Schiffer and Rossow, 1983], the high-resolution infra- 
red sounder (HIRS) [Wylie et al., 1994], and the Stratospheric 
Aerosol and Gas Experiment II (SAGE II) [Kent et al., 1993; 
Wang et al., 1996] are stimulating the interest of large-scale 
cloud modelers to compare the geographical distribution and 
amount of upper tropospheric clouds simulated by GCMs 
against such satellite cloud products. Disparities between the 
ISCCP, HIRS, and SAGE II cloud data products can be ex- 
plained in terms of differences between the field of view and 
sensitivity of the instruments, which most strongly affect the 
detection of the thinnest clouds. Among the three climatolo- 
gies the ISCCP algorithm has the lowest sensitivity to optically 
thin cirrus, whereas the amount of extrathin cirrus detected by 
HIRS is quantitatively similar to that detected by SAGE when 
compared with ISCCP data [Liao et al., 1995]. From matched 
analyses of 4 months of high-level cloudiness data from HIRS 
and ISCCP, Jin et al. [1996] conclude that about one third of 
the Earth is covered by high-level clouds, here defined as 
clouds with tops above the 440-hPa level, and that more than 
two thirds of these clouds are cirrus, defined as clouds with 
visible optical depths (r) less than 3.6. Also, Jin et al. [1996] 
estimate that about half of all cirrus are optically very thin (r < 
1.3). The abundance of upper tropospheric clouds relative to 
the observed total cloud amount is a strong motivation to 
assess the performance of GCMs to simulate this specific cloud 
type. 

Section 2 focuses on the climatology of upper tropospheric 
clouds from the ISCCP-D1 cloud data products. Our classifi- 
cation of upper tropospheric clouds in four separate ranges of 
visible optical depths was made using January and July 1990, 
1991, and 1992. In sections 3 and 4 we compare the results of 
a 3-year simulation performed with the Colorado State Uni- 
versity (CSU) general circulation model against the satellite- 
derived cloud climatology. In section 5 we investigate reasons 
why the CSU GCM fails to simulate some characteristics of the 
observed upper tropospheric cloudiness. Section 6 summarizes 
our results and highlights issues to be addressed in future work. 

2. The ISCCP-D1 Data 

2.1. Description 
The ISCCP D-series cloud climatology is the second gener- 

ation of cloud data products generated by ISCCP, following 
changes and refinements made to the original cloud detection 
algorithm [Rossow et al., 1996]. Relative to the first-generation 
cloud climatology, the C series [Schiffer and Rossow, 1991], 
modifications important to the present study are (1) improved 
cirrus detection over land, achieved by lowering the infrared 
threshold from 6 to 4 K, and (2) an improved model for the 
optical properties of cold clouds (top temperature <260 K) 
based on the use of an ice polycrystal scattering phase function 
to retrieve optical depth and top temperature. As explained by 
Rossow et al. [1996], all retrieved parameters such as visible 
cloud optical thicknesses and cloud-top temperatures are mod- 
el-dependent quantities, obtained by comparing radiances ob- 
served at the pixel level with the results of radiative transfer 
model calculations. In particular, the retrieved cloud optical 
properties depend on the microphysical characteristics of the 
cloud particles used in the radiative transfer model. Visible 
cloud optical thicknesses are retrieved using two cloud micro- 
physical models. For warm clouds the algorithm uses a liquid 
water droplet model with a droplet size distribution described 
by a gamma distribution with a 10-/zm mean effective radius 
and an 0.15 effective variance. For cold clouds, visible optical 
thicknesses are retrieved using an ice cloud model with a ran- 
dom fractal shape and a -2 power law size distribution from 20 
to 50 tzm, giving an effective radius of 30 tzm and an effective 
variance of 0.10. The ice crystal model is similar to that inves- 
tigated by Minnis et al. [1993a, b]. More details on the cloud 
detection algorithm and radiative transfer model are given by 
Rossow and Gatder [ 1993a, b] and Rossow et al. [ 1996], respec- 
tively. 

In this study we used the D 1 product, which is generated by 
summarizing the pixel-level results and is available every 3 
hours on an equal-area map with a 280-km resolution. 
ISCCP-D1 data provide the geographical distribution of the 
amount of clouds within a prescribed rangc of cloud-top pres- 
sures and a prescribed range of cloud optical depths. As ex- 
plained below, every 3-hour map of the cloud amount was first 
converted to maps of the frequency of occurrence of clouds to 
match the model diagnostics. Monthly means were computed 
next. Monthly-averaged equal-area maps of the different cloud 
variables described below were obtained by computing first the 
monthly means for each time of day, 0000, 0300, 0600, 0900, 
1200, 1500, 1800, and 2100 UTC, and then averaging the hour- 
ly-monthly mean values to obtain the monthly mean cloud 
product. As with the time-averaging technique described by 
Rossow et al. [1996], hourly-monthly means based on less than 
three daily observations were excluded from the monthly mean 
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Table 1. Classification of Upper Tropospheric Clouds as 
Functions of the Visible Optical Depth 
Cloud Category Optical Depth 

All clouds 0.02 < r-< 378.7 
All cirrus 0.02 < r-< 3.6 
Thick cirrus 1.3 < r-< 3.6 
Thin cirrus 0.02 < r-< 1.3 

calculations, but in contrast to Rossow et al. [1996], we did not 
make any adjustment to the hourly-monthly mean data sets 
before averaging over the time of day and we did not apply any 
diurnal sampling adjustment to the monthly mean. As ex- 
plained by Rossow et al. [1996], the diurnal sampling adjust- 
ment has a small effect on monthly-averaged products when 
visible light spectrometer VIS/IR radiances are used, which is 
the case for upper tropospheric clouds. Indeed, comparison of 
our monthly-averaged upper tropospheric cloud amount 
against that of the stage-D2 cloud product (the monthly- 
averaged ISCCP-DI quantities) did not reveal any systematic 
bias in our monthly means. Each equal-area map was later 
converted to an equal-angle map with 2.5 ø x 2.5 ø latitude- 
longitude resolution and then further interpolated to the CSU 
GCM's 4 ø x 5 ø grid. 

Following the ISCCP radiometric cloud classification 
[Schiffer and Rossow, 1991], clouds with cloud-top pressures 
less than 440 hPa are labeled as high-level clouds, and cirrus 
are defined as high-level clouds whose visible optical depths 
are less than 3.6. Using ISCCP-DI daytime only products, 
which are, of course, the only products containing information 
on the visible optical depths, we consider separately high-level 
clouds with cloud-top pressures less than 180, 310, and 440 
hPa. Here it is important to add that this classification is 
cumulative, meaning that clouds with cloud-top pressures less 
than 440 hPa may, for instance, also include clouds with cloud 
tops less than 310 and 180 hPa. For each cloud-top pressure we 
also consider four ranges of visible optical depths (r), as shown 
in Table 1. When using the McClatchey et al. [1972] standard 
atmospheres, 440 hPa corresponds to an altitude of 6.9 km in 
the tropics and 6.8 km (6.4 km) in the summer (winter) middle 
latitudes. A pressure of 310 hPa corresponds to an altitude of 
9.4 km in the tropics and 9.3 km (8.2 km) in the summer 
(winter) middle latitudes. Finally, 180 hPa is equivalent to a 
height of 13.1 km in the tropics and to a height of 13 km (12.3 
km) in the summer (winter) middle latitudes. 

The "all-clouds" type refers to high-level clouds regardless 
of r, which besides cirrus also includes cirrostratus as well as 
deep convective clouds. The all-cirrus type refers to high-level 
clouds for which r is greater than 0.02 and less than 3.6, as in 
the ISCCP radiometric cloud classification. The all-cirrus cat- 

egory is further divided into two classes. The thick-cirrus cat- 
egory includes cirrus whose r is greater than 1.3 but less than 
3.6, and the thin-cirrus category includes cirrus whose r is less 
than 1.3 but greater than 0.02. Here 0.02 is the detection 
threshold of the ISCCP algorithm, expressed in terms of visible 
optical depth. 

As explained in the next section, the CSU GCM does not 
include a parameterization of fractional cloudiness at this time. 
The cloud amount is equal to 0 or I and fills the entire model 
grid box, depending upon the amount of condensate present in 
the box. When using the definition above, it is actually more 
accurate to refer to the simulated monthly-averaged cloud 

amount as a mean frequency of occurrence of clouds. In con- 
trast, ISCCP-D1 data define the cloud amount as the horizon- 
tal fraction of a 2.5 ø x 2.5 ø box covered by clouds. In order to 
compare simulated and observed cloud diagnostics, we con- 
verted the ISCCP-D1 cloud amount variable (later referred to 
as A) into an ISCCP-D1 frequency of occurrence (later re- 
ferred to as f) to match the simulated cloud amount variable. 
For a given cloud variable, A is defined as the number of 
cloudy pixels with the same cloud property (for instance, cloud- 
top pressure, visible optical depth) divided by the total number 
of pixels in an equal-area grid. By definition, f is equal to I if 
A is greater than zero in a given grid box, and f is equal to 0 
otherwise. As seen in Figure 1, there are significant differences 
between the magnitudes ofA andf for cloud-top pressures less 
than 180 hPa. The monthly-averaged f shows geographical 
patterns similar to those of the monthly-averaged A, but the 
magnitude off is, of course, several times greater than that of 
A. Similar differences between the monthly-averaged A and f 
are seen for clouds with lower cloud-top pressures. (Maps of A 
and f for clouds with cloud tops lower than 310 and 440 hPa are 
omitted for brevity.) This significant difference between the 
magnitudes and global distributions of A and f illustrates the 
necessity of converting A provided in the ISCCP-D1 data to f 
for objective comparisons against the CSU GCM cloud prod- 
ucts, as well as the importance of including a parameterization 
of fractional cloudiness in the near future. Adding a parame- 
terization of the fractional cloudiness to the CSU GCM will 

help to simulate the cloudy fraction of the GCM grid box and 
allow a direct comparison of the monthly averaged upper tro- 
pospheric cloudiness against ISCCP data. This direct compar- 
ison between simulated and satellite-derived cloud products 
cannot be made at present. In converting A to f, we also 
emphasize that this study aims at assessing the ability of the 
cloud formation process parameterized in the CSU GCM to 
generate clouds with realistic frequencies where they are ac- 
tually observed, and not the ability of our parameterization to 
generate the actual fractional cloudiness, which it cannot do at 
present. 

2.2. Interannual Variability 
We investigated the observed year-to-year variability in the 

frequency of occurrence of all clouds between January 1990, 
1991, and 1992 and July 1990, 1991, and 1992, whose ensemble 
averages are used to assess the performance of the CSU GCM 
to simulate the amount and optical properties of high-level 
clouds. Here our motivation is to ensure that the natural year- 
to-year variability in the ISCCP data relative to the 3-year 
mean does not bias our comparison between the model and the 
satellite data. As an example, Figure 2 shows the zonally av- 
eraged departure off for each January (July) from the January 
(July) 3-year mean, for the all-clouds category with cloud tops 
less than 440 hPa. The year-to-year variability of all clouds is 
significant at all latitudes, with absolute zonally averaged vari- 
ations as large as 15-20%. January and July 1990 show above- 
average values off, whereas January and July 1992 systemat- 
ically exhibit below-average values off, at all latitudes. In 1991, 
and in contrast to the other 2 years, the departure off from its 
3-year average is positive in January but negative in July. We 
have found that the year-to-year variability is also larger for all 
clouds with cloud tops above 180 and 310 hPa than for all 
clouds with cloud tops above 440 hPa. Maps of the geograph- 
ical distribution of the departure of f for each January (July) 
from the ensemble mean did not reveal any preferred centers 
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Figure 2. Zonally averaged profile of the difference in the 
frequency of occurrence of ISCCP-D1 all clouds with cloud- 
top pressures less than 440 hPa between each individual Jan- 
uary (July) and the January (July) 3-year mean. Units are in 
percent. 

of interannual variability. These maps are omitted here for 
brevity. In 1990 an increase in f is observed at all latitudes, but 
it appears to be larger over the oceans than over the conti- 
nents. In 1992 the decrease in f is also more pronounced over 
the oceans, especially over the subtropical Pacific Ocean. It 
would certainly be very interesting to investigate in greater 

detail causes of the year-to-year variability of f for all clouds, 
but since the objective of this research is to analyze the ability 
of the CSU GCM to simulate upper tropospheric clouds, such 
an investigation is beyond the scope of the present study. 
2.3. Results 

We now discuss the monthly-averaged frequencies of occur- 
rence of clouds computed from the ISCCP-D1 data. Figure 3 
shows the zonally averaged distribution of f for the four cloud 
categories with cloud-top pressures above 180, 310, and 440 
hPa for January. Here "January" refers to the ensemble aver- 
age for January 1990, 1991, and 1992. Figure 4 is the same as 
Figure 3 but for July, where "July" refers to the July ensemble 
average over the same 3 years. Global averages off for the four 
different cloud types are listed in Table 2, for January and July. 

The zonally averaged profile off for all clouds is significantly 
different between January and July. In July, f exhibits one 
narrow primary maximum along the Intertropical Convergence 
Zone (ITCZ) just north of the equator and three broader 
secondary maxima, one located in the winter hemisphere at 
about 40øS and two located in the summer hemisphere be- 
tween 30øN and 60øN. For clouds with cloud-top pressures less 
than 180 hPa these two summer maxima collapse into one 
maximum located at about 40øN. In contrast, in January, f for 
all clouds displays one wide primary maximum that straddles 
the equator between about 5øN and 30øS, flanked by two sec- 
ondary maxima, a winter maximum located over the middle 
latitudes and a summer maximum located at about 70øS. For 

high-level clouds with cloud-top pressures less than 180 hPa, 
the secondary summer maximum is not seen. 

As shown in Figures 3 and 4, the contributions of all cirrus, 
thick cirrus, and thin cirrus to the zonally averaged distribution 
of all clouds vary with latitude and cloud-top pressure. First, it 
is obvious that the all-cirrus category contributes strongly to 
the all-clouds category regardless of the cloud-top pressure 
(91.7% in January and 92.2% in July for cloud tops less than 
440 hPa), meaning that upper tropospheric clouds preferably 
have visible optical depths less than 3.6. The fact that satellite- 
derived upper tropospheric clouds with optical depths less than 
3.6 are so abundant is an additional motivation to test the 

performance of our GCM. It is also evident that thin cirrus 
contribute a major part to the all-cirrus category at all latitudes 
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Figure 3. Zonally averaged profile of the frequency of occurrence of ISCCP-D1 upper tropospheric clouds 
with cloud-top pressures less than 180, 310, and 440 hPa, in January. Units are in percent. 
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Figure 4. Same as Figure 3, but for July. 

in both January and July (79.5% in January and 79.1% in July 
for cloud tops less than 440 hPa). Finally, and in contrast to 
thick cirrus, whose magnitudes strongly increase when their 
cloud-top pressures vary from 440 to 180 hPa, especially in the 
tropics, the frequency of thin cirrus does not significantly 
change between 180 and 440 hPa. This suggests that besides 
being the highest and most abundant type of upper tropo- 
spheric clouds, thin cirrus also have longer lifetimes than thick 
cirrus. Thin cirrus form in two distinct regimes: an optically 
thin upper tropospheric shield associated with jet stream ac- 
tivity in extratropical latitudes and thin debris from deep con- 
vective activity in the tropics. In contrast, thick cirrus constitute 
more massive debris from tropical anvils that form at the tops 
of cumulonimbus towers. 

Differences in the geographical distribution of f between 
thick cirrus and thin cirrus are clearly shown in Figures 5 and 
6 for January and Figures 7 and 8 for July. As seen in Figures 
5 and 7, thick cirrus are most abundant along the ITCZ over 
the eastern Pacific and Atlantic Oceans and over the well- 

known convectively active regions of Central America and 
equatorial Africa in July and South America and southern 
Africa in January. Thick cirrus also have a strong signature 
over the warm pool region of the western Pacific Ocean, as well 
as over the Indian Ocean. In July, thick cirrus with cloud-top 
pressures less than 440 hPa extensively cover Asia and the 
southern part of North America. They are also found over the 
cyclogenetic regions along the western sides of the North At- 
lantic and North Pacific Oceans. As also shown in Figures 5 
and 7, the frequency of occurrence of thick cirrus decreases 
rapidly with decreasing cloud-top pressures. For cloud-top 

pressures less than 180 hPa, thick cirrus are confined to the 
deep convective activity regions over the tropics. 

In contrast to Figure 5 (Figure 7), Figure 6 (Figure 8) reveals 
little variation with height in the geographical distribution off 
for thin cirrus, with cloud-top pressures varying between 180 
and 440 hPa, reinforcing the idea that thin cirrus are confined 
to the vicinity of the tropopause. In contrast to thick cirrus, 
thin cirrus are poor markers for the location of the ITCZ and 
deep convection over the continents, simply because thin cirrus 
cover a major part of all continents. Their frequency of occur- 
rence is a maximum over mountain ranges as well as over the 
western Pacific Ocean, indicating that orographic lifting plays a 
major role in the formation of optically thin upper tropo- 
spheric clouds. 

3. Model Description 
The version of the CSU GCM used here is a 17-level grid- 

point model with a horizontal grid spacing of 4 ø in latitude and 
5 ø in longitude. The dynamics and physics of the GCM are the 
same as the ones used by Fowler et al. [1996], except that the 
earlier parameterization of moist convection [Pan and Randall, 
1998], consisting of a modified version of the Arakawa- 
Schubert scheme [Arakawa and Schttbe/'t, 1974] (see also Lord 
[1982] and Lord et al. [1982]), was replaced by the parameter- 
ization of Ding and Randall [ 1998]. In contrast to the Arakawa- 
Schubert parameterization in which cumulus updrafts origi- 
nate only at the top of the planetary boundary layer (PBL), the 
parameterization of Ding a/td Ramh/ll [1998] allows multiple 
cloud-basc levels and uses a linear (rather than exponential) 

Table 2. Globally Averaged Frequency of Occurrence of ISCCP-D1 Upper Tropospheric Clouds by Cloud Type, for 
January and July 

January July 

Cloud Type 180 hPa 310 hPa 440 hPa 180 hPa 310 hPa 440 hPa 

All clouds 41.4 55.2 65.3 41.4 57.8 66.4 
All cirrus 38.3 50.1 59.9 37.6 52.3 61.2 
Thick cirrus 9.1 23.8 38.3 8.2 23.6 38.6 
Thin cirrus 36.3 42.4 47.6 35.6 44.1 48.4 

Values are given in percent. 
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Figure 5. Geographical distribution of the frequency of occurrence of ISCCP-D1 thick cirrus with cloud-top 
pressures (a) less than 180 hPa, (b) less than 310 hPa, and (c) less than 440 hPa in January. Units are in 
percent, and contour intervals are every 10%. Shading corresponds to values greater than 60%. 

profile of the cumulus mass flux for each cloud type. Differ- 
ences in the simulated climate between the two parameteriza- 
tions have been analyzed by Ding and Randall [1998]. They 
concluded that although the precipitation pattern produced 
with a linear mass flux was smoother, the large-scale dynamics 
and thermodynamics were not drastically changed relative to 

those produced by the original Arakawa-Schubert parameter- 
ization. 

In the CSU GCM the fractional area occupied by convective 
updrafts is assumed to be small enough so that their radiative 
effects are negligible. All radiatively active clouds are large- 
scale clouds whose formation can be triggered by two physical 
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Figure 6. Geographical distribution of the frequency of occurrence of ISCCP-D1 thin cirrus for cloud-top 
pressures (a) less than 180 hPa, (b) less than 310 hPa, and (c) less than 440 hPa, in January. Units are in 
percent, and contour intervals are every 10%. Shading corresponds to values greater than 60%. 

processes only: (1) detrainment of cloud water and cloud ice at 
the tops of cumulus towers and (2) large-scale condensation. 
Clouds are not allowed to form in the two highest model layers, 
which are located between 100 hPa and the model's top, fixed 
at 51.3 hPa. The CSU GCM includes five prognostic equations 
for the mass of water vapor, cloud water, cloud ice, rain, and 

snow, and interactions between the five water species are pa- 
rameterized using bulk cloud microphysics equations [Fowler et 
al., 1996]. Nevertheless, the model does not include fractional 
cloudiness at this time. Except for PBL clouds for which the 
formulation of Harshvardhan et al. [1989] is used, the cloud 
fraction is equal to 1 when and where the total amount of 
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Figure 7. Same as Figure 5, but for July and for thick cirrus. 

condensate exceeds 10 -s kg kg-•. As explained by Fowler and 
Randall [1996], this finite threshold is necessary to avoid the 
widespread formation of optically very thin upper tropospheric 
clouds and will be removed when the parameterization of frac- 
tional cloudiness is implemented. 

Explicit simulation of the amount of cloud water, cloud ice, 
rain, and snow suspended in the atmosphere allows cloud op- 
tical properties to be interactive and dependent on the water 

path. As described by Fowler and Randall [1996], the optical 
depth of a model layer is equal to the sum of the optical depths 
of cloud water (rc), cloud ice (q'g), and snow (rs) in the 
temperature range where the three water species are allowed 
to coexist and is equal to the optical depth of each individual 
species otherwise. The computation of rx, where x refers to the 
subscript c for cloud water, i for cloud ice, and s for snow, 
follows the formulation of Stephens [1978]: 
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Figure 8. Same as Figure 6, but for July and for thin cirrus. 

3• 
W• = w•pAz, (•) 'rx=2 r• 

where W•c is the cloud water, cloud ice, or snow path (with 
dimensions of g m -2) and r e is the effective radius (in mi- 
crometers). W x is itself a function of the cloud water, cloud ice, 
or snow mixing ratio (wx) times the air density (p) times the 
vertical depth of the cloud (Az). Here r e is set equal to 10/•m 

for cloud water, 30/•m for cloud ice, and 1000/•m for snow. In 
the CSU GCM, and except for PBL clouds whose cloud depth 
can vary continuously, a cloud occupies the whole depth of a 
model layer, so that it is easy to depict the base and top levels 
of a cloud column if that column fills several consecutive model 

layers, as well as to distinguish between clear-sky and cloudy 
layers. For satellite-derived cloudiness, cloud base information 
is not available, and the retrieved optical depth is that of the 
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Figure 9. Zonally averaged profile of the frequency of occurrence of simulated upper tropospheric clouds 
with cloud-top pressures less than 180, 310, and 440 hPa, in January. Units are in percent. 
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whole atmospheric column as seen from the satellite, regard- 
less of the vertical arrangement of individual cloud layers. In 
order to match the classification of f by ranges of ISCCP-D1 
optical depths, the simulated visible optical depths discussed 
here are optical depths of atmospheric columns which are 
capped by clouds with cloud-top pressures less than 180, 310, 
or 440 hPa. 

As for the ISCCP-D1 data, we investigated the year-to-year 
variability of f as simulated by the CSU GCM. Interannual 
variability in the model resulted solely from random atmo- 
spheric fluctuations, because climatological seasonally varying 
sea surface temperatures were used. Zonally averaged differ- 
ences of f between individual months and their respective 
3-year averages revealed absolute values less than 3%, regard- 
less of the cloud-top pressure considered, and maps of the 
departure of f relative to its 3-year mean did not reveal any 
preferred geographical location with systematic large year-to- 
year variability. We conclude that our results make up a rep- 

resentative picture of simulated upper tropospheric clouds in 
the CSU GCM. 

4. Results 

Figures 9 and 10 show the same classification of upper tro- 
pospheric clouds as Figures 3 and 4, but this time for clouds 
simulated by the CSU GCM. The simulated cloud classifica- 
tion exhibits several significant differences and some similari- 
ties when compared against its ISCCP-D1 counterpart. 

On the negative side, the CSU GCM fails to simulate the 
two observed July extratropical maxima of clouds with cloud- 
top pressures less than 180 hPa. At lower cloud-top pressures, 
only the all-clouds category displays two extratropical maxima, 
whose magnitudes are nevertheless weaker than those seen in 
Figures 3 and 4. The double-peak structure of the observed 
all-clouds f seen in the northern hemisphere in July is also 
missing. The same disagreement between satellite-derived and 
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Figure 10. Same as Figure 9, but for July. 
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simulated upper tropospheric clouds is also seen in January. 
On the positive side, the CSU GCM reproduces reasonably 
well the maxima of all clouds along the ITCZ, but the simu- 
lated width of this feature is broader than observed, especially 
in July. 

In terms of classification by ranges of optical depths the CSU 
GCM has a tendency to produce upper tropospheric clouds 
that are optically too thick when compared against the 
ISCCP-D1 cloud climatology. As shown in Figures 9 and 10, 
the amount of all cirrus relative to the amount of all clouds is 

too small when compared against the satellite-derived cloudi- 
ness, meaning that the simulated upper tropospheric clouds 
have a preferred visible optical depth greater than 3.6, follow- 
ing the classification of Table 1. This deficiency is also revealed 
in that the zonally averaged distribution of all cirrus remains 
relatively constant between upper tropospheric clouds with 
cloud-top pressures less than 180, 310, and 440 hPa. This is in 
contrast to the satellite-observed clouds, for which the increase 
in all clouds between 180 and 440 hPa results from an increase 

in clouds with visible optical depths less than 3.6, while that of 
the corresponding simulated all clouds results from an increase 
in clouds with visible optical depths mostly greater than 3.6. 
Finally, in contrast to the satellite-derived tropical thick cirrus, 
whose frequency of occurrence increases when their cloud-top 
pressures vary from 440 to 180 hPa, and the observed tropical 
thin cirrus, whose frequency of occurrence remains relatively 
constant regardless of the cloud-top pressure, the frequencies 
of occurrence of both simulated tropical thick and thin cirrus 
increase with decreasing cloud-top pressure. 

Before we focus our discussion on the simulated global dis- 
tributions of thick and thin cirrus and comparisons with the 
satellite data, we investigate differences between the global 
distributions of simulated and observed all clouds and all cirrus 

with cloud-top pressures less than 440 hPa, as shown in Figure 
11. As already pointed out when comparing Figure 9 against 
Figure 3 for January and Figure 10 against Figure 4 for July, 
the CSU GCM underestimates the frequency of occurrence of 
all clouds and all cirrus in both months. The globally averaged 
difference in all cirrus between the model and observations 

reaches values as high as -22.5% in January and -27.1% in 
July, whereas that in all clouds is -3.4% in January and -7.5% 
in July. It is interesting to note that the globally averaged 
difference between the simulated and observed all-clouds type 
increases with decreasing cloud-top pressures, indicating that 
the CSU GCM has difficulty in simulating upper tropospheric 
clouds at the highest levels. 

The bottom panels in Figure 11 show that the frequency of 
occurrence of all clouds is strongly underestimated over the 
continents and, in particular, over the tropical convectively 
active regions and mountain ranges. Overestimation of the 
occurrence of upper tropospheric clouds is seen mostly over 
the oceans, in particular over the Pacific and Indian Oceans as 
well the North Atlantic Basin, especially in July. Comparing 
the January versus July difference maps for the frequency of 
occurrence of simulated and satellite-observed all clouds re- 

veals that the seasonal cycle of all clouds simulated with the 
CSU GCM over the oceans is less than observed. The overes- 

timation in the frequency of occurrence of simulated all clouds 
is greater in January than in July over Central America, where 
ISCCP-D1 data show a minimum in all clouds in January. The 
monthly-averaged difference in all clouds between the model 
and satellite data is greater in July than in January over the 
Pacific Convergence Zone, where ISCCP-D1 data show a min- 

imum in all clouds in July. This result indicates that the CSU 
GCM is unable to simulate the seasonal shift of the well-known 

areas of upper tropospheric cloudiness associated with deep 
convection. The January difference map also shows that the 
CSU GCM overestimates the frequency of occurrence of all 
clouds over the Southern Ocean. 

Of greater concern is the difference in the geographical 
distribution of all cirrus between the CSU GCM and 

ISCCP-D1 data. As seen in Figure 11, the frequency of occur- 
rence of all cirrus is systematically underestimated relative to 
the observations, except for a few areas over the oceans. In July 
the model overestimates the incidence of all cirrus on each side 

of the ITCZ in the Pacific Ocean as well as along the ITCZ 
over the Atlantic Ocean. In January the frequency of occur- 
rence of all cirrus is overestimated over the Indian Ocean, the 
western Pacific Ocean below 30øS, and along both coasts of 
Central America. 

Although we can now conclude that the CSU GCM fails to 
simulate enough upper tropospheric clouds with a visible op- 
tical thickness less than 3.6 and has a tendency to form upper 
tropospheric clouds that are optically too thick, we further 
investigate the geographical distributions of thick and thin 
cirrus to determine which physical processes fundamental to 
the formation of optically thinner high-level clouds are missing 
or not realistically parameterized in the CSU GCM. Figure 12 
show maps of the frequency of occurrence of thick and thin 
cirrus with cloud-top pressures less than 440 hPa in January 
and July. 

Let us first concentrate on the geographical distribution of 
simulated thick cirrus relative to the satellite-derived cloud 

product. Comparing the top panels of Figure 12 against the 
bottom panels of Figures 5 and 7 reveals that setting aside the 
already established fact that the frequency of occurrence of 
tropical thick cirrus is strongly underestimated when compared 
against ISCCP-D1 data, the CSU GCM satisfactorily repro- 
duces the geographical locations of the areas of maximum 
incidence of thick cirrus in July. Thick cirrus are simulated to 
form above the deep convective activity regions of Central 
America and equatorial Africa, as well as over the western 
Pacific and the Indian Oceans. On the other hand, the CSU 
GCM underestimates the amount of thick cirrus over a large 
portion of Asia and the southern part of North America, as 
well as across most of the Southern Ocean. Thick cirrus that 

extend over convectively active regions over the continents are 
not simulated as realistically for January as for July. In contrast 
to the observed thick cirrus, whose frequency of occurrence 
follows the seasonal shift of convection over land, the simu- 
lated thick cirrus remain locked in a July-like geographical 
distribution, with maxima located on each side of Central 
America and equatorial Africa. The GCM is more successful at 
reproducing the frequency of occurrence of thick cirrus over 
Asia in January than in July. 

Next, we focus on the geographical distribution of the fre- 
quency of occurrence of thin cirrus. Comparison of the bottom 
panels of Figure 12 against the bottom panels of Figures 6 and 
8 reveals strong differences between the model and observa- 
tions in both months. In contrast to ISCCP-D1 data, which 
show that the optically thinnest clouds spread over a major part 
of the continents and consist of the smallest debris from con- 

vective outflow or are produced by orographic lifting, the CSU 
GCM forms thin cirrus preferably over the tropical oceans, 
outside of the main convectively active regions in January. It is 
also interesting to note that the amount of thin cirrus sharply 
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decreases in the middle and high latitudes in both January and 
July. As explained in section 3, simulated clouds can only form 
through detrainment of cloud water and cloud ice at the tops 
of cumulus updrafts or when the large-scale relative humidity 
exceeds 100%. Because thin cirrus are observed to form away 
from the chief convective centers, it is more likely that mech- 
anisms that yield to their formation are supersaturation and 
horizontal advection of cloud ice. Comparison of the geo- 
graphical distribution of thin cirrus against that of the cloud ice 
mixing ratio above 440 hPa reveals that areas of maximum 
cloud amounts coincide well with areas of minimum cloud ice 
mixing ratios. Maps of the cloud ice mixing ratio are omitted 
here for brevity. This makes sense since in the CSU GCM the 
optical depth of upper tropospheric clouds is proportional to 
the cloud ice mixing ratio. This relationship also explains the 
lesser amount of thin cirrus above the deep convective activity 
regions, where detrainment of cloud ice at the tops of cumulus 
towers is the most important source of cloud ice [Fowler and 
Randall, 1996]. The CSU GCM does not simulate a relation- 
ship between the physical process that triggers cloud formation 
and the corresponding preferred optical depths. The 
ISCCP-D1 data indicate that thick cirrus are mainly associated 
with convection, whereas thin cirrus are mainly associated with 
orographic lifting and large-scale advection. In contrast to the 
satellite-derived cloudiness, and as for the thick-cirrus cate- 
gory, there is little seasonal variation in the geographical dis- 
tribution of thin cirrus. 

5. Discussion 

Results described in the previous section paint a bleak pic- 
ture of the ability of the CSU GCM to reproduce the frequency 
of occurrence of upper tropospheric clouds with cloud-top 
pressures above 180, 310, and 440 hPa. The challenge now is to 
understand the origins of these discrepancies between the sim- 
ulated and satellite-derived cloudiness and to propose ideas to 
improve the model's performance in the future. Let us first 
summarize the chief differences between simulated and satel- 

lite-derived upper tropospheric clouds. 
1. The CSU GCM reproduces satisfactorily the zonally 

averaged distribution of upper tropospheric cloudiness when 
all ranges of r are included but systematically underpredicts its 
frequency of occurrence for r <- 3.6. We conclude that total- 
column optical depths for columns with high maximum cloud 
tops simulated with the CSU GCM are too thick relative to 
satellite-retrieved values. 

2. The CSU GCM simulates tropical upper tropospheric 
clouds more successfully than upper tropospheric extratropical 
clouds. The model fails to simulate midlatitude upper tropo- 
spheric clouds over the continents, especially over elevated 
terrain and mountain ranges. In the tropics the formation 
mechanism for upper tropospheric clouds is mainly convection. 
In the middle latitudes, especially in winter, the primary for- 
mation mechanisms are frontal lifting in extratropical cyclones 
and orographic lifting over the major mountain ranges. The 
better simulation of tropical than extratropical cloudiness is 
understandable in view of the design of our current parame- 
terization of cloud microphysics, in which we have an explicit 
mechanism for the formation of anvils by convective detrain- 
ment, while orographic and cyclone formation mechanisms are 
not formulated in such an explicit way. Because large-scale 
supersaturation is responsible for the formation of middle- 
latitude clouds and clouds are predicted to form if the relative 

humidity exceeds 100% [Fowler et al., 1996], we need to focus 
our efforts on comparing the spatial distributions of the sim- 
ulated temperature and water vapor mixing ratios against ob- 
servations, especially over land. The coarse horizontal and 
vertical resolutions of the CSU GCM also contribute to the 

poor simulation of upper tropospheric clouds in extratropical 
cyclones and hinder the formation of thin cirrus by orographic 
lifting. 

Several factors can contribute to the discrepancies between 
the columnar optical depths simulated by the CSU GCM and 
those retrieved from ISCCP satellite radiances. First, it is im- 
portant to keep in mind that the satellite-retrieved optical 
depths are themselves model-dependent quantities and that 
the cloud parameterization used to retrieve the ISCCP-D1 
cloud products is very different from that used in the CSU 
GCM. As mentioned earlier, satellite-derived optical depths 
are obtained using a radiative transfer model that adjusts the 
optical depth values until the computed visible radiances 
match the corresponding measured radiances. In a sense, the 
strategy used to retrieve optical depths from satellite radiances 
is the opposite of that used to compute optical depths in a 
GCM. In a GCM the computations of cloud optical properties 
and radiative fluxes are based upon a priori information about 
the cloud water paths, whereas satellite-derived optical depths 
and water paths result from earlier measurements of top-of- 
the-atmosphere radiances. In particular, the radiative transfer 
model that retrieves satellite optical depths does not account 
for multilayered cloud systems and assumes that the cloud 
thickness is contained in a contiguous layer and that atmo- 
spheric gases are contained in the layers above or below the 
cloud layer (W. Rossow, personal communication, 1998). It is 
equally important to remember that ISCCP-D1 optical depths 
are first computed at the pixel level before being spatially 
averaged on equal-area grids with a 280-km resolution. This is 
in contrast to simulated optical depths, which are computed 
using grid-averaged cloud liquid and ice paths using the as- 
sumption that the horizontal area covered by clouds is equal to 
that of the model grid box. 

Up to this point, nothing has been said about the total- 
column optical depth (rr) and the vertical distribution of 
clouds and their optical properties in the CSU GCM. January 
and July maps of rr from ISCCP-D1 data show that above 
convectively active areas, monthly-averaged r r ranges between 
6 and 8. In contrast, simulated values of rr reach values in 
excess of 20 in the same regions (maps of simulated and sat- 
ellite-observed r r are omitted here for brevity), confirming 
that the simulated total-column optical depth is too large rel- 
ative to the observations. Plate 1 shows that in the tropics the 
optical depth of low-level clouds is greater than that of upper 
tropospheric clouds and contributes a major part to the total 
column optical depth, although the frequency of occurrence of 
clouds is maximum in the upper troposphere. As seen in Plate 
1, the optical depth of clouds below 4 km reaches values in 
excess of 0.02 per hPa, whereas that of clouds above 10 km is 
less than 0.008 per hPa. Above convectively active regions 
where, on a monthly average, low-level and upper tropospheric 
clouds are predicted to form simultaneously, the optical depth 
of low-level clouds contributes a substantial fraction of the 

total-column optical depth. If the simulated optical depth of 
low-level clouds was less than that seen in Plate 1, the total- 
column optical depth would be closer to that derived from 
ISCCP-D1 data, and the simulated frequency of occurrence of 
all cirrus relative to that of all clouds would increase. Fowler 
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and Randall [1996] demonstrate that over tropical convectively 
active regions the planetary albedo simulated with the CSU 
GCM is too high relative to ERBE data. Reducing the simu- 
lated optical depth of low-level clouds would also help correct 
that discrepancy. 

This finding highlights important limitations in using 
ISCCP-D1 cloud products or any other cloud climatology de- 
rived from top-of-the-atmosphere radiances when multilevel 
cloud systems are present, as is the case in tropical regions of 
deep convection. Because information on the base levels of 
individual cloud layers is not available in the observations, it 
has to be assumed that the satellite-derived optical depth is 
that of a single-layer cloud, regardless of the actual vertical 
distribution of the cloud layers. This assumption seriously 
hampers our ability to accurately identify the origins of the 
discrepancies between the model results and satellite data. By 
using the satellite-observed total-column atmospheric optical 
depth and the frequency of occurrence of upper tropospheric 
clouds, we have inferred that the optical depths of the simu- 
lated low-level clouds are too high. Additional hypotheses are 
proposed below. An increased observational basis for under- 
standing of the overlapping of multilayer cloud systems, as 
discussed by Hahn et al. [1982], Tian and Curry [1989], and 
Wang and Rossow [1995], is sorely needed. Until then, it will 
remain difficult to assess the ability of GCMs to simulate the 
optical properties of anvils above the convectively active re- 
gions of the tropics. 

In order to further understand the inability of the CSU 
GCM to simulate optically thin upper tropospheric clouds, we 
investigate the global distribution of clouds with cloud tops less 
than 180 hPa and r _< 1.6, with no clouds underneath. In doing 
so, our comparison of the thinnest clouds simulated by the 
CSU GCM against ISCCP-D1 data is more readily interpret- 
able. Diagnostics show that the globally averaged difference 
between the frequency of occurrence of thin cirrus with and 
without clouds underneath is equal to 2.1% in January and 
2.5% in July, suggesting that simulated thin cirrus are mostly 
single-layer clouds that are indeed optically too thick. 

From (1) we see that the excessive simulated cloud optical 
depth, relative to the ISCCP-D1 retrieved value, may be due to 
some combination of the following causes: (1) The formulation 
of r as a function of the ice water path is improper for upper 
tropospheric clouds; (2) the simulated ice water content in 
upper tropospheric clouds is unrealistically large; (3) the value 
chosen for the effective radius is too small; and/or (4) the 
geometrical thickness of the model layers is too large to allow 
simulation of optically thin cloud layers. 

Equation (1) provides a convenient approach to compute 
the broadband optical thickness of clouds in GCMs because it 
requires only the liquid or ice water content and effective 
radius as input parameters. Using different values of r e to 
distinguish between the size of water droplets and ice crystals, 
(1) can be used to calculate the optical thickness of both water 
and ice clouds in GCMs [Del Genio et al., 1996; Fowler and 
Randall, 1996; Rotstayn, 1997]. Equation (1) implicitly assumes, 
however, that ice crystals are spherical and that their radius is 
large with respect to solar wavelengths so that Mie theory 
applies [Stephens, 1978]. 

Because the optical depth is a linear function of the cloud ice 
path, it is natural to suspect that excessive ice water contents 
are responsible for increased simulated optical depths. This 
hypothesis is difficult to test using the available data. As dis- 
cussed by Fowler et al. [1996], it is impossible to compare the 

geographical distribution of the ice water path simulated by the 
CSU GCM against observations because the amount of cloud 
ice suspended in the atmosphere remains completely un- 
known, except for the preliminary estimates of Lin and Rossow 
[1994] for nonprecipitating clouds. In the CSU GCM, cloud 
microphysics parameters such as the autoconversion thresh- 
olds of cloud water to rain and cloud ice to snow, and the 
collection efficiency factors of rain to collect cloud liquid water 
and of snow to collect cloud liquid and ice water, were tuned so 
that the globally averaged radiative forcing of clouds at infra- 
red and solar wavelengths agree reasonably well with ERBE 
data. Until the global distributions of the cloud liquid and ice 
water paths are known from observations, it will remain diffi- 
cult to assess the ability of cloud microphysics parameteriza- 
tions used in GCMs to simulate interactions among the atmo- 
spheric hydrologic cycle, clouds, and radiation. 

The effective radius is a convenient parameter that can be 
used to describe the scattering properties of water and ice 
clouds [McFarquhar and Heymsfield, 1998] and can be easily 
included in climate models [Ebert and Curry, 1992; Slingo, 
1989]. A wide variety of values has been suggested for the 
effective radius of ice crystals, ranging from 16/am [Stephens et 
al., 1990] to 50/am [Francis et al., 1994]. Refined parameter- 
izations of the effective radius in terms of the ice/water content 
in tropical and frontal cirrus clouds are also being developed 
[Platt, 1997]. As for the cloud microphysics parameters, the 
value of the effective radius was prescribed so that the globally 
averaged top-of-the atmosphere longwave and shortwave radi- 
ative fluxes were in good agreement with ERBE data. 

Finally, we want to address the impact of the model's vertical 
resolution on the simulation of visible optical depths. 

The Lidar In-Space Technology Experiment (LITE) [Mc- 
Cormick et al., 1993], flown on the space shuttle Discovery as 
part of the STS-64 mission between September 9 and 20, 1994, 
offered a unique opportunity to study the geometrical charac- 
teristics and optical properties of multilayered cloud systems 
on a 250-km scale [Winker, 1997]. One major objective of LITE 
was to provide a unique and complementary data set on the 
properties of individual cloud layers that cannot be readily 
obtained from a cloud climatology data set such as ISCCP. 
Figure 13 shows (left panels) the histograms and (right panels) 
cumulative probability distributions of the geometrical thick- 
ness of cloudy layers estimated from LITE data. The top pan- 
els display the statistical properties of cloudy layers regardless 
of their cloud-top heights. The bottom panels display the prop- 
erties of cloudy layers with cloud-top heights greater than 8 
km, limiting the statistical distribution to that of upper tropo- 
spheric clouds only. The LITE data reveal that the geometrical 
thickness of individual cloudy layers, including that of upper 
tropospheric clouds, is typically of the order of 200 m. The 
number of cloudy layers decreases sharply for geometrical 
thicknesses greater than 200 m. As seen in Figure 13, the 
cumulative probability distributions of the geometrical thick- 
ness of all clouds and upper tropospheric clouds reach their 
asymptotic values for thicknesses greater than 4000 m. When 
all cloud-top heights are considered, about half of the LITE 
cloud layers are less than 1 km thick. For clouds with cloud-top 
heights greater than 8 km, we found that 50% of the LITE 
cloud layers are about 1.4 km thick. 

Except for PBL clouds, clouds simulated with the CSU 
GCM are assumed to vertically fill the atmospheric layer in 
which they are predicted to form, constraining their geomet- 
rical thicknesses to be equal to those prescribed by the vertical 
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Figure 13. Histograms and cumulative probability distributions of the geometrical thickness of cloudy layers 
measured by the Lidar In-Space Technology Experiment (LITE). 

discretization. The vertical discretization is based on a modi- 

fied o- coordinate in which the PBL is the bottom layer of the 
model [Sltarez et al., 1983]. The free troposphere defined be- 
tween the top of the PBL and the tropepause includes 14 
layers. Between the PBL top with pressure p• and p• = 100 
hPa, the vertical coordinate is defined as 

(P'• - Pl ..- ....... (p. _> p _> p,) (2) 

where rr•, = p• - p• is the pressure thickness of the "tropo- 
sphere." Using the monthly-averaged PBL top pressure and 
vertical distribution of the monthly-averaged temperature, we 
computed the statistical distribution of the geometrical thick- 
ness of tropospheric layers above the PBL. Figure 14 is the 
same as Figure 13 but for the geometrical thickness of cloudy 
layers simulated in the CSU GCM. Figure 14 reveals that the 
minimum geometrical thickness of individual simulated cloud 

layers is of the order of 1000 m, or much larger than many of 
the observed cloud-layer thicknesses. This means that for a 
given ice water path and given effective radius, the optical 
depth of a single cloud layer would be underestimated by a 
factor of 5 when using (1), relative to the one that would be 
obtained if the GCM layer thicknesses had the same magni- 
tude as the thicknesses derived from LITE data. The problem 
of systematically overestimating the cloud optical depth and 
underestimating the cloud cover in GCMs in which vertical 
resolutions are too coarse and clouds are assumed to fill the 

entire model layer has been addressed by Del Genie et al. 
[1996]. Under stable conditions and for radiative purposes 
only, Del Genie et al. [1996] choose to distribute the cloud 
fraction evenly in three dimensions, allowing the cloud physical 
thickness to be less than that of the model thickness. However, 
until the vertical resolution of the CSU GCM is increased, the 
simulation of the optically and geometrically thin clouds ob- 
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Figure 14. Same as Figure 13, but for cloudy layers in the CSU GCM. 

served in the ISCCP-D1 data and the SAGE II [Kent et al., 
1993] and HIRS [Wylie et al., 1994] cloud climatologies will 
remain difficult, regardless of the parameterizations of cloud 
microphysics and radiative processes. This provides a strong 
motivation to increase the number of layers used in the GCM. 

6. Summary 
The objective of our study was to compare the chief defi- 

ciencies in simulating upper tropospheric clouds with the CSU 
GCM against ISCCP-D1 cloud data. To do so, we designed 
model diagnostics as close as possible to the ones available 
from observations, allowing us to compare the frequency of 
occurrence of upper tropospheric clouds for various ranges of 
visible cloud optical depths. Differences in the geographical 
distributions of thick and thin cirrus clouds were discussed 

from the model and satellite data. Comparing the geographical 
distribution and optical properties of upper tropospheric 
clouds simulated with the CSU GCM against ISCCP-D1 cloud 
products revealed significant failures in several aspects of our 
parameterization of cloudiness. 

The more realistic simulation of tropical than extratropical 
upper tropospheric cloudiness provides incentives to investi- 
gate and revise formation mechanisms of cloudiness in the 
middle latitudes, not only over the oceanic storm track regions 
but also over the continents. Because large-scale saturation is 
the chief mechanism for cloud production in the extratropics, 
we plan to analyze the distributions of water vapor, tempera- 
ture, and relative humidity and to study the effects of increased 
horizontal and vertical resolutions on the triggering of frontal 
lifting in extratropical cyclones. The difficulty of simulating 
upper tropospheric clouds has recently been discussed by Rot- 
stayn [1998] and Hack et al. [1998] using climate simulations 
that included fractional cloudiness. A January zonally averaged 
distribution of the high-level cloud fraction obtained with the 
Commonwealth Scientific and Industrial Research Organiza- 
tion (CSIRO) GCM revealed that like the CSU GCM, the 
CSIRO model simulated tropical more satisfactorily than ex- 
tratropical high-level clouds when compared against both 
HIRS and ISCCP-D2 cloud data [Rotstayn, 1998, Figure 2.c). 

In the middle latitudes, simulated upper tropospheric clouds 
were overestimated relative to the satellite data, while in the 
tropics the zonally averaged fraction of high-level clouds was 
underestimated in the CSIRO climate simulations. Like the 
CSU GCM, the CSIRO climate simulations suffer from a lack 
of upper tropospheric clouds over land along the ITCZ and the 
northern hemisphere middle latitudes, suggesting that the sim- 
ulated upper troposphere was too dry [Rotstayn, 1998, Figure 
8). The sensitivity of upper tropospheric clouds to the param- 
eterization of deep convection was briefly discussed by Hack et 
al. [1998]. Comparing Version 3 (CCM3) against Version 2 
(CCM2) of the NCAR Community Climate Model showed a 
5.1% increase in the globally averaged high-level cloud fraction 
when the parameterization of deep cumulus convection of 
Zhang and McFarlane [1995] is added to the original scheme of 
Hack [1994]. 

Results show that the increased frequency of occurrence of 
simulated all cirrus relative to that of all clouds results in part 
because the classification of upper tropospheric clouds 
tween thin and thick cirrus is based upon the total column 
optical depth, which is overestimated in the CSU GCM. Com- 
parison between the simulated and satellite-derived total- 
column optical depth suggests that the optical depth of low- 
level clouds may be overestimated in the model, but this 
hypothesis is difficult to test using available data. One major 
limitation in using satellite-derived cloud climatologies such as 
ISCCP-D1 cloud products to understand the role of upper 
tropospheric clouds in GCMs is that the observational prod- 
ucts do not provide any information on the vertical distribu- 
tions of the cloudiness and its optical thickness. In addition to 
conventional satellite experiments such as ERBE and ISCCP, 
which provide top-of-the-atmosphere global distributions of 
the Earth radiation budget and cloudiness, additional lidar- 
and radar-in-space missions are needed to increase our under- 
standing of multilayer cloud systems. 

The ability of the CSU GCM in the simulation of upper 
tropospheric cloudiness will need to be reevaluated when the 
model has been modified to include a parameterization of the 
fractional cloudiness. As explained in section 2, an arbitrary 
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Table 3. Globally Averaged Frequency of Occurrence of Simulated Upper Tropospheric Clouds by Cloud Type, for 
January and July 

January July 

Cloud Type 180 hPa 310 hPa 440 hPa 180 hPa 310 hPa 440 hPa 

All clouds 25.4 54.3 61.9 26.8 52.1 58.9 
All cirrus 15.7 32.9 37.4 15.6 30.2 34.1 
Thick cirrus 5.0 10.8 13.0 4.9 9.7 11.4 
Thin cirrus 10.7 22.1 24.5 10.7 20.5 22.8 

Values are given in percent. 

threshold of the liquid/ice water content is used to avoid the 
formation of clouds with a 100% cloud fraction associated with 

small mixing ratios of cloud water and ice. This arbitrary 
threshold was introduced to avoid the formation of optically 
thin clouds, mainly over desert regions and cloud-free subtrop- 
ical oceans. Once the model allows the cloud fraction to con- 

tinuously vary between 0 and 1, this threshold will become 
unnecessary, since the coupling between the parameterizations 
of fractional cloudiness and cloud microphysical processes will 
automatically relate the horizontal cloud fraction to the grid- 
cell-averaged water/ice content. The effect of the liquid water/ 
ice content threshold is to reduce the globally averaged cloud 
statistics listed in Tables 2 and 3. In a sense, the threshold acts 
in the same manner as a fractional cloudiness, which would 
also remove clouds with small liquid/ice mixing ratios under 
subsaturated conditions. The inclusion of fractional cloudiness 
will also allow us to assess the model performance to simulate 
upper tropospheric clouds against observations directly in 
terms of cloud amounts instead of frequencies of occurrence. 

Further investigation of the discrepancies between the CSU 
GCM and satellite data should focus not only on the vertical 
distribution and magnitude of the ice water path and cloudi- 
ness, but also on the vertical discretization of the simulated 
atmosphere. Results show that because the geometrical thick- 
ness of cloudy layers is set equal to that of the model layers, it 
is important to increase the vertical resolution used in GCMs 
so that model layers are of the order of 200 m thick (or 
thinner), as suggested from the analysis of LITE data. We plan 
to run a set of experiments to further investigate the impact of 
vertical resolution on the simulation of optically thin upper 
tropospheric clouds in the CSU GCM. 
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