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Abstract. Eleven different single-column models (SCMs) and one cloud ensemble 
model (CEM) are driven by boundary conditions observed at the Atmospheric 
Radiation Measurement (ARM) program southern Great Plains site for a 17 
day period during the summer of 1995. Comparison of the model simulations 
reveals common signatures identifiable as products of errors in the boundary 
conditions. Intermodel differences in the simulated temperature, humidity, cloud, 
precipitation, and radiative fluxes reflect differences in model resolution or physical 
parameterizations, although sensitive dependence on initial conditions can also 
contribute to intermodel differences. All models perform well at times but poorly 
at others. Although none of the SCM simulations stands out as superior to the 
others, the simulation by the CEM is in several respects in better agreement with 
the observations than the simulations by the SCMs. Nudging of the simulated 
temperature and humidity toward observations generally improves the simulated 
cloud and radiation fields as well as the simulated temperature and humidity 
but degrades the precipitation simulation for models with large temperature and 
humidity biases without nudging. Although some of the intermodel differences have 
not been explained, others have been identified as model problems that can be or 
have been corrected as a result of the comparison. 

1. Introduction 

The parameterization of clouds and cloud processes 
has long been recognized as a major weakness in climate 
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models. Much effort has therefore been devoted toward 
the improvement of cloud parameterizations for climate 
models. The primary testbed of the parameterizations 
has been the climate models themselves. However, re- 
cently the single-column model (SCM) has emerged as 
an alternate testbed for climate model parameteriza- 
tions [Betts and Miller, 1986; Iacobellis and Somerville, 
1991; Randall et al. 1996]. 

As the name suggests, an SCM represents a single 
grid column of a global climate model (GCM), consid- 
ered in isolation from the rest of the model. Indeed, 
many SCMs are based upon the same physics code as 
their parent GCM. The basic idea is to measure the ex- 
ternal forcing at work on a column of the atmosphere 
which corresponds to a single GCM grid column, to use 
the SCM to compute the cloud formation and radia- 
tive transfer processes inside the column, and to eval- 
uate the results produced by the SCM through com- 
parisons with additional observations. The data re- 
quired to drive SCM simulations include vertical pro- 
files of temperature, water vapor, and condensed water 
(for initialization), time series of surface temperature, 
surface pressure, and surface fluxes of sensible and la- 
tent heat (for surface boundary conditions), and time 
series of vertical profiles of the large-scale vertical mo- 
tion, the large-scale horizontal pressure gradient, and 
of the tendencies of temperature, water vapor, and con- 
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densed water due to horizontal advection (for lateral 
boundary conditions). 

SCMs can be supplemented with more detailed mod- 
els, which can be called cloud ensemble models (CEMs) 
(also known as cloud system models and cloud-resolving 
models). A CEM explicitly simulates cloud-scale mo- 
tions, while parameterizing the smMler-scale turbulent 
motions. CEMs are designed to simulate the cloud- 
scale processes that must be parameterized in a GCM 
or SCM. A CEM domain may be considered to repre- 
sent a GCM grid column, so in a sense, a CEM can be 
viewed as an "extremely detailed" SCM. For this rea- 
son it is useful to evaluate SCM output in part by com- 
parison with CEM output. A CEM typically includes 
a turbulence parameterization, a bulk ice-phase micro- 
physics parameterization, a cloud microphysics param- 
eterization, and interactive solar and infrared radiation 
parameterizations. As with an SCM, observed large- 
scale vertical motion, horizontal advection, and horizon- 
tal pressure gradients can be prescribed as forcing func- 
tions. The observations of large-scale fields and tenden- 
cies required for scientific applications of a CEM are the 
same as those required by a SCM; with the exception 
of the advective tendencies of condensed water, these 
observations can be provided by measurements. CEMs 
compute some things that are very difficult to observe, 
such as the vertical distributions of liquid water and ice. 
This simulated information is no substitute for real ob- 
servations, because as mentioned above the CEMs do 
contain parameterizations, notably microphysics, radi- 
ation, and turbulence parameterizations, which intro- 
duce major uncertainties. Nevertheless, CEM results 
can be judiciously compared with SCM results in or- 
der to diagnose problems with the latter. This strategy 
for the testing of parameterizations through the use of 
SCMs and CEMs has been embraced by the GEWEX 
Cloud System Study [GC$$ Science Team, 1993; Mono 
crieff et al., 1997] (GEWEX is the Global Energy and 
Water Experiment) [see Browning, 1993] and also by 
the Atmospheric Radiation Measurement (ARM) pro- 
gram , which is sponsored by the U.S. Department of 
Energy. 

Providing the necessary SCM and CEM lateral bound- 
ary conditions from measurements has proven to be ex- 
tremely challenging, largely because of sampling and 
measurement errors in the winds [Zhang and Lin, 1997; 
Mace and Ackerman, 1996; Randall et al., 1996]. In ad- 
dition, for highly advective conditions the lack of cloud 
measurements along the lateral boundaries can degrade 
the accuracy of the simulation in the interior of the 
single column [Petch and Dudhia, 1998]; under such 
conditions the clouds are largely controlled by the lat- 
eral boundary conditions, so an SCM is not a suitable 
testbed for cloud parameterizations. 

Yet the SCM is an attractive alternative to the GCM 
as a parameterization testbed for two reasons. First, 
the SCM runs much faster than a GCM and hence can 

be used to quickly test new parameterizations. By ju- 
diciously selecting an SCM domain that experiences a 
wide range of meteorological conditions, a parameteri- 
zation developer can use an SCM to test a scheme un- 
der climatic conditions found in much if not most of the 
world, without the computational burden of global sim- 
ulations. Second, SCM simulations can be much shorter 
than the GCM simulations. By initializing and forcing 
SCM simulations with observed conditions, a parame- 
teriza•ion developer can compare SCM simulations with 
daily or even hourly observations, providing an almost 
immediate test of the parameterization for the condi- 
tions of interest. SCM simulations are therefore typi- 
cally days to weeks rather than months to years. 

There are however, several issues that must be ad- 
dressed before SCMs can be used systematically for pa- 
rameterization evaluation and development. These is- 
sues are related to the selection of an optimal methodol- 
ogy for using SCMs as parameterization testbeds. The 
first purpose of this paper is therefore to evaluate differ- 
ent methodologies for using SCMs as parameterization 
testbeds. These methodologies involve (1) the analysis 
procedure used to provide the lateral boundary con- 
ditions for the simulations, (2) the treatment of the 
lower boundary conditions in the simulations, and (3) 
the treatment of the vertical and horizontal advective 
tendencies in the simulations, given the lateral bound- 
ary conditions. 

Although multiple models will be used to explore 
these issues because the response of one particular model 
is not necessarily representative of the response of oth- 
ers, the purpose of this paper is not to completely re- 
solve and understand differences between results of dif- 
ferent models. Given the many ways in which different 
models can represent a variety of atmospheric processes, 
it is likely that a complete reconciliation of simulations 
by different models will require a systematic substitu- 
tion of the parameterizations of each process. Such a 
study is beyond the scope of this paper. However, in 
some cases it is possible to identify the causes of differ- 
ences between simulations by models that are similiar 
in many respects. The identification of the causes of 
the differences can lead to improvements in particular 
models. Thus the second purpose of this paper is to 
understand differences between simulations by different 
models, to the extent possible without systematically 
replacing parameterizations of every process. 

If the ultimate goal of single-column modeling is the 
development of parameterizations of atmospheric pro- 
cesses, then comparisons with independent observations 
are essential. The third purpose of this paper is there- 
fore to use the comparison of simulations with observa- 
tions to identify model weaknesses and their causes. In 
some cases this can be rather easily accomplished, but 
in others it can prove to be quite difficult, particularly 
given the uncertainty in the forcing used to drive the 
model simulations. Although some model weaknesses 
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and their causes have been identified, others will re- 
quire further experimentation that is beyond the scope 
of this paper. 

In this study we have brought together a collection of 
11 SCMs and one CEM and subjected each of them to 
several alternative analyses of the large-scale forcing ob- 
served over the ARM site in the southern Great Plains 

(SGP) [Stokes and Schwartz, 1994] during the intensive 
observation period (IOP) July 18 to August 3, 1995. It 
is worth noting that most evaluations of parameteriza- 
tions using the SCM framework have been performed 
in tropical latitudes, where horizontal advection plays 
only a very minor role in driving cloud formation. Al- 
though horizontal advection generally plays a weaker 
role during summertime than wintertime at a midlati- 
tude continental site, it is typically stronger during the 
summertime at the midlatitude site than at anytime in 
the tropics. This study should be regarded as a step 
toward SCM evaluation studies under the highly ad- 
vective conditions characteristic of wintertime midlati- 
tudes. 

Section 2 describes the different analyses and the data 
used in the analyses and in the model evaluation. Sec- 
tion 3 describes the models. The baseline experiment is 
analyzed in section 4, which is followed by an evaluation 
of sensitivity experiments in section 5. Conclusions are 
summarized in section 6. 

2. Approach 
2.1. Experiment Design 

As mentioned in the introduction, this study involves 
the evaluation and comparison of a dozen models at the 
ARM site in the southern Great Plains during the IOP 
July 18 to August 3, 1995. For each model the conserva- 
tion equations in pressure coordinates for the site-wide 
mean potential temperature, water vapor mixing ratio, 
and the cloud water and cloud ice mixing ratios have 
the same form: 

where 

Oq_(Oq) Oq'o:' Ot - • L.s. Op [- Pq' (1) 

is the large-scale advective tendency of q. In these equa- 
tions, q represents either potential temperature, water 
vapor mixing ratio, or cloud water or cloud ice mix- 
ing ratios; an overbar indicates a site-wide average, V 
is the horizontal del operator, q'c•' represents the sub- 
grid transport by turbulence and cumulus convection, 
and ?q represents the condensation, evaporation, and 
radiative heating that affects q. 

As mentioned in the introduction, there are several 
issues involved in the methodology for using SCMs as 
parameterization testbeds. One issue involves the anal- 

ysis procedure used to provide the lateral boundary con- 
ditions for the simulations. Should the forcing fields 
that drive the SCM simulation be prescribed from ob- 
jective analyses (which do not employ physical parame- 
terizations but may employ conservation principles) or 
from operational weather forecast analyses (which uses 
physical parameterizations as well as conservation prin- 
ciples)? In many regions of the world where data den- 
sity is low, operational analysis is the only viable option. 
Even at the ARM southern Great Plains site, where the 
density of measurements is particularly high, there are 
questions about the sufficiency of the measurement den- 
sity for objective analysis [Mace and Ackerman, 1996]. 
For this reason, objective analysis is only used in re- 
gions with high data density [Betts and Miller, 1986], 
while operational analysis is used in data-sparse regions 
[Iacobellis and Somerville, 1991; Randall et al., 1996]. 

Objective analysis will be used in this study be- 
cause the measurement density at the ARM SGP site 
is high. To explore the dependence of the simulations 
on the particular objective analysis method, two differ- 
ent methods will be considered. The baseline method 

applies conservation of column mass, water vapor, and 
energy to the analyzed winds, temperature, and humid- 
ity, while the second method applies only conservation 
of column mass. These two objective analysis meth- 
ods, referred to as SUNY and LLNL, respectively, are 
described in more detail in section 2.3. 

A second methodological issue involves the treatment 
of the lower boundary condition in the simulations. 
Most SCMs and CEMs are designed to calculate the 
turbulent fluxes of sensible and latent heat at the sur- 
face. Although allowing the models to calculate the sur- 
face fluxes has some advantages (which will be explored 
in a subsequent study), the fluxes are prescribed in this 
study because the focus is on the evaluation of cloud 
and radiation parameterizations. However, as shown by 
Dotart et al. [1998], estimate of the spatial mean sur- 
face fluxes from direct measurements across even a rel- 
atively homogeneous region such as the ARM SGP site 
requires measurements at representative sites that may 
not be available. To test the sensitivity of the model 
simulations to the prescription of the surface fluxes, two 
different estimates of the site-wide mean surface fluxes 
are used to drive the model simulations in this study. 
The baseline estimate uses the SiB2 land-surface model 
simulations driven by ARM surface and satellite mea- 
surements on a 6.25 km grid [Doran et al. 1998]. A 
second estimate is based on measurements at 10 energy 
balance Bowen ratio (EBBR) stations in the ARM SGP 
domain (see section 2.2). As noted by Dotart et al., the 
differences between these two estimates of the site-wide 
mean surface fluxes are quite large. 

A third methodological issue involves the treatment 
of the large-scale vertical and horizontal advective ten- 
dencies in the simulations, given the lateral boundary 
conditions. Since the objective analyses provide es- 
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timates of both the site-wide mean winds (horizontal 
•obs and vertical &ohs) and the site-wide mean advec- 
tive tendencies (horizontal -(•. V•)ob • and vertical 
-(&O•)obs), the models can be driven either by the 
analyzed winds or by the analyzed advective tenden- 
cies. (The models are not strictly driven by the lateral 
boundary conditions but rather by the large-scale ad- 
vective tendencies, which are assumed to be uniform 
throughout each model layer and are derived from the 
objective analyses). In the former case the model is al- 
lowed to estimate the advective tendency from the ana- 
lyzed wind and the simulated gradient of the advected 
field (temperature or humidity). For vertical advection 
the model would use the simulated vertical profile of 
the advected field. For horizontal advection, Randall 
and Cripe [1999] showed that for an upstream advec- 
tion scheme, horizontal advection acts like a relaxation 
of the simulated site-wide mean field • toward the ana- 
lyzed inflow value (jin (i.e., the value of the upwind grid 
cell) with a relaxation time-scale radv, SO the large-scale 
advective tendency of • can be written (in pressure co- 
ordinates) as 

(3) 
where 

d 

Tadv •'• 2V' (4) 
with V the average wind speed in the region (in this 
case, in the ARM SGP domain) and d a length scale 
(specified here as 300 km) which is closely related to 
the distance across the region. Randall and Cripe [1999] 
showed that the total advective tendency can also be 
written as 

() Oq =--(V-Vq)ob s q-qo_ o , (5) 5; ,-dv 
where •obs is the analyzed field averaged across the site. 
Thus the model can treat the dependence of the hori- 
zontal advective tendency on the simulated field by sim- 
ply adding a nudging term, with the nudging time-scale 
given by the time-scale for horizontal advection across 
the domain. 

In this study? three different treatments of advection 
are used. In the baseline experiment both the horizon- 
tal and the vertical advective tendencies of temperature 
and humidity are prescribed from the analysis, 

=- v.vo+o obs 
This ensures that all models are driven by the same 
advective tendencies for temperature and water vapor; 
for cloud water and cloud ice the horizontal advection 
is neglected for lack of observations, and the vertical 
advection is either neglected (in some models) or calcu- 
lated from the analyzed vertical velocity and the simu- 

lated vertical profile of cloud water and cloud ice mixing 
ratio. 

In a second treatment, nudging is applied to the hor- 
izontal advective tendency as described above, with the 
vertical advective tendency prescribed from the analy- 
sis. Although nudging can hide errors in the parameter- 
ization to be evaluated [Ghan et al., 1999; Randall and 
Cripe, 1999], it can also suppress sensitive dependence 
on initial conditions [Hack and Pedretti, 1999] and cor- 
rect for errors in the analyzed advective tendencies. 

In the third treatment the horizontal advective ten- 
dency is prescribed, but the vertical advective tendency 
is calculated from the simulated profile of the advected 
field, 

0•j = - (•r. Vq)ob s -- &obs Op (7) 
This treatment can potentially suppress the production 
of negative water vapor concentrations by allowing the 
vertical transport to depend on the simulated water va- 
por profile. 

Altogether a total of five experiments is presented in 
this paper: the baseline experiment (denoted baseline), 
an experiment (denoted LLNL) in which the models are 
driven by the LLNL objective analysis rather than by 
the SUNY objective analysis, an experiment (denoted 
EBBR) in which the EBBR surface fluxes rather than 
the SiB2 surface fluxes are used to drive the simulations, 
an experiment (denoted nudging) in which nudging of 
temperature and humidity is applied, and an experi- 
ment (denoted VADV) in which the vertical advective 
tendency is calculated from the analyzed vertical veloc- 
ity and the simulated vertical profiles of the advected 
fields. The characteristics of these experiments are sum- 
marized in Table 1. 

In each experiment all models are initialized with the 
same analyzed vertical profiles of site-wide mean tem- 
perature, water vapor mixing ratio, and horizontal wind 
velocity. Measurements of vertical profiles of cloud liq- 
uid water and cloud ice are not available for the time 
period of the simulations, so the models were initialized 
with no clouds. For radiative transfer calculations, the 
surface temperature was specified on the basis of the 
same observations for all models, but the albedo and 
emissivity were taken from the particular representation 
of the surface by each model. Radiative transfer cal- 
culations that required temperature, water vapor mix- 
ing ratio, and ozone mixing ratio profiles above 20 km 
used the "standard midlatitude summer atmosphere" 
profiles. Radiative transfer calculations used a time- 
varying top-of-atmosphere downwelling solar flux cal- 
culated for the central facility of the ARM SGP, which 
is located at latitude 36 ø 36' N, longitude 97 ø 29' W. 
Profiles of the large-scale forcing terms were given at 
10 mbar intervals for the LLBL objective analyses and 
at 50 mbar intervals for the SUNY objective analyses. 
Both were supplied at 3 hour time intervals. 
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Table 1. Characteristics of Experiments Considered in This Study. 

Baseline LLNL EBBR Nudging VADV 

Objective analysis SUNY LLNL SUNY 
Surface fluxes SiB2 SiB2 EBBR 

Vertical advection _ (& aq _ (&aq -(5•-•) 
Horizontal advection - (•. VC])obs -- (•. Vq)obs -- (•' Vq)ob s 

SUNY SUNY 
SiB2 SiB2 

- (• O0-•)ob• _ -- (•øb• 00--•) 
- (V. Vq)ob • -- q-qø•'• - (V. Vq)ob s 'tad v 

For the simulations reported in this paper each model 
was run with its own vertical resolution and time step 
(see section 3). Simulations with the CEM used a do- 
main size of 512 km and a horizontal grid size of 2 
km. The vertical coordinate was stretched to give finer 
resolution near the surface, with 33 layers. The two- 
dimensional CEM domain was oriented along an east- 
west plane. The lateral boundary condition is cyclic, 
which is consistent with imposing a horizontally uni- 
form large-scale advective tendency. The large-scale 
advective tendency of horizontal momentum and the 
large-scale horizontal pressure gradient force are pre- 
scribed from the objective analyses. The initial con- 
ditions were horizontally uniform. Cloud-scale circula- 
tions were initiated by introducing small random per- 
turbations in the temperature field in the boundary 
layer for the first hour or so. Xu and Randall [1998] 
describe the CEM setup and results in more detail than 
is possible here. 

2.2. Data 

Data are required for driving the model simulations 
and for evaluating the simulations. In principle, the 
data used to evaluate the simulations should be inde- 

pendent of the data used to drive the simulation. In 
practice, this is not strictly true for the SUNY objec- 
tive analysis (described in section 2.3), which requires 
measurements of column mean temperature, the col- 
umn water vapor, the column liquid water, and the ra- 
diative fluxes at the surface and top of the atmosphere. 
These measurements are required to enforce the con- 
straints of conservation of column heat and moisture. 

Although this might appear to compromise the indepen- 
dent evaluation of the simulations, the measurements of 
each of the above fields does not constrain the models 
to simulate similar values because the measurements 

are combined into only two constraints (conservation of 
column heat and moisture). The models are therefore 
free to simulate values of column mean temperature, 
the column water vapor, the column liquid water, and 
the radiative fluxes at the surface and top of the atmo- 
sphere which are, as will be shown in this paper, quite 
different from the measured values. 

The ARM SGP clouds and radiation testbed (CART) 
provides an unusually dense network of meteorological 
measurements. The 365 km x 300 km site (Figure 1) in- 

cludes a central facility, four boundary facilities, and 23 
extended facilities. The central facility, which is where 
most of the instrumentation is deployed, is located near 
Lamont in north central Oklahoma (36ø36'N, 97ø29'W, 
320 m above sea level), 50 km south of the Kansas 
border. The central facility instrumentation includes a 
wide array of conventional and state-of-the-science ob- 
serving systems that perform the following functions: 
make radiometric measurements; furnish vertical pro- 
files of wind, temperature, and water vapor (also ver- 
tical integrals); quantify the cloud cover, cloud liquid 
water and ice mixing ratios, and atmospheric aerosols; 
and permit the calculation of the surface fluxes of heat, 
moisture, and momentum. Each of the four boundary 
facilities is located near the midpoint of one side of the 
CART rectangle (North: Hillsboro, Kansas; West: Vici, 
Oklahoma; South: Purcell, Oklahoma; East: Morris, 
Oklahoma). Their instrumentation suites are limited to 
a sonde system and microwave radiometer, with the re- 
sulting wind, temperature, and water vapor profiles pro- 
viding the basis for the estimation of the lateral fluxes 
of moisture and energy into and out of the atmospheric 
volume above the CART rectangle, along with the di- 
vergence and tendencies of atmospheric properties for 
that volume. The 23 extended facilities are distributed 
reasonably evenly across the CART rectangle. Their 
instrumentation systems furnish data streams that fa- 
cilitate the spatial integration of the surface heat, mois- 
ture, and momentum fluxes across the CART site. 

As discussed in section 2.1, the surface sensible and 
latent heat fluxes are prescribed in the simulations from 
two different estimates. One estimate is based on mea- 
surements from a network of 10 EBBR stations at the 
ARM SGP site. The second estimate is based upon 
6.25 km resolution simulations by the SiB2 land surface 
model [Sellers et al., 1986, 1996]. The SiB2 simulations 
were driven by relatively dense (as fine as I km for some 
input variables) measurements of soil type, vegetation 
type, leaf area, surface air temperature and humidity, 
wind speed, insolation, and precipitation, all interpo- 
lated to a 6.25 km grid covering the SGP site [Doran 
et a/.[1998]. The fluxes simulated by SiB2 were then 
averaged over the SGP domain. 

The lateral boundary conditions required to drive the 
SCM simulations are derived from analyses of profiles 
of temperature, humidity, and horizontal velocity mea- 
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Figure 1. ARM southern Great Plains (SG1 •) site as of August 1995 (courtesy of Argonne 
National Laboratory). 

sured by radiosondes released from the central facility 
and four boundary facilities every 3 hours of the IOP. 
The analyses are described in section 2.3. 

The observations used to evaluate the model simula- 
tions (and to constrain the SUNY analysis of the lateral 

boundary conditions) consist of Earth radiation budget 
estimates from National Oceanic and Atmospheric Ad- 
ministration (NOAA) Geostationary Operational Envi- 
ronmental Satellite (GOES 7) measurements, surface 
radiation budget measurements by ARM Solar and In- 
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Table 2. Model Investigators and References 

Model Investigator Reference 

CCCma SCM Lohmann 
CSIRO SCM Rotstayn 
CSU SCM Randall/Cripe 

ECHAM SCM Lohmann 
GFDL SCM Klein 
McRAS SCM Sud/Walker 
NCAR CCM3 SCM Hack/Pedretti 

PNNL/CCM2 SCM 
Rutgers SCM 
Scripps SCM 
SUNY/CCM3 SCM 
UCLA/CSU CEM 

Ghan 
Stenchikov/Robock 
Iaco b ellis / Somerville 
Xie/Zhang 
Xu 

Lohmann et al., [1999] 
Rotstayn [1997], Rotstayn et al. [1999] 
http: / / kiwi. at mos. colost ate. edu/B U G S. ht ml, 

Randall and Cripe [1999] 
Roeckner et al. [1996], Lohmann and Roeckner [1996] 
see Tables 5-9 
Takacs et al. [1994], $ud and Walker [1999a,b] 
http://www. cg d.. ucar. edu / cms/sccm / scm. ht ml, 

Hack et al. [19981; Kiehl et al. [1998] 
Hack et al. [1993], Ghan et al. [1997] 
$tenchikov and Robock [1995] 
see Tables 5-9 
Hack et al. [1998], Kiehl et al. [1996], Xie [1998] 
Krueger [1988], Xu and Krueger, [1991], Xu and Randall [1995] 

frared Radiation Observation Stations (SIROS), esti- 
mates of column water vapor and column cloud liq- 
uid water from microwave radiometer (MWR) measure- 
ments, and precipitation measurements at 47 Oklahoma 
Mesonet and 5 Surface Meteorological Observing Sys- 
tem (SMOS) stations. 

The GOES-7 visible and infrared radiance measure- 
ments have been converted to hourly 0.5 ø latitude- 
longitude gridded broadband fluxes by Minnis et al. 
[1995, 1998]. The flux estimates were then averaged 
over the CART domain. 

The SIROS instruments consist of pyranometers to 
measure the downwelling and upwelling hemispheric 
solar flux and of pyrgeometers to measure the down- 
welling and upwelling hemispheric broadband infrared 
fluxo SIROS instrumentation is deployed at four ex- 
tended facilities within the CART domain. Area and 
hourly means of the 15 s measurements are formed from 
simple arithmetic means of the available observations, 
filtering out values outside the geophysically realistic 
bounds of 10-600 W m -2 for downwelling and upwelling 
infrared flux, -10-1600 W m -2 for downwelling solar 
flux, and-10-100 W m -2 for upwelling solar flux. 

Hourly CART-area mean precipitation rates were 
formed from the 5 min Oklahoma Mesonet and 30 
minute SMOS measurements. 

Surface fluxes of sensible and latent heat were mea- 

sured every 30 minutes by a suite of 10 EBBR stations 
located at the central and extended CART facilities. 
CART domain means were formed after outlier values 
were discarded from the individual station data. 

Hourly means of column water vapor and column 
cloud liquid water were formed from 5 min averages of 
estimates from microwave radiometer measurements at 
the central and two boundary CART facilities. Uncer- 
tainty in the column water vapor and cloud liquid water 
is estimated to be 0.5 kg m -2 and 0.03 kg m -2, respec- 
tively [Lesht and Liljegren, 1997]. Data are treated as 
missing when rain is standing on the instrument. 

2.3. Analysis 

Observations cannot be used directly to drive single- 
column models. Sampling errors and measurement er- 
rors are both large enough to dominate the signal in 
the vertical velocity averaged over a domain the size 
of a GCM grid cell. Some form of objective analysis 

Table 3. Model Notation 

Model Full Name 

CCCma SCM 
CSIRO SCM 
CSU SCM 
ECHAM SCM 
GFDL SCM 
McRAS SCM 
NCAR CCM3 SCM 

PNNL/CCM2 SCM 
Rutgers SCM 
Scripps SCM 
SUNY/CCM3 SCM 
UCLA/CSU CEM 

Canadian Centre for Climate Modelling and Analysis 
Commonwealth Scientific and Industrial Research Organization Mark 3 (developmental) 
Colorado State University 
Hamburg version of European Center for Medium-Range Weather Forecasts 
Geophysical Fluid Dynamics Laboratory 
Microphysics of clouds / relaxed Arakawa-Schubert scheme 
National Center for Atmospheric Research single-column version of the 

Community Climate Model Version 3 
Pacific Northwest National Laboratory version of NCAR CCM2 
Rutgers University 
Scripps Institution of Oceanography 
State University of New York at Stony Brook version of NCAR CCM3 
University of California at Los Angeles/Colorado State University 
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Table 4. Model Numerics 

Model Numerical Domain Time Step 

CCCma SCM 19 levels 1200 s 
CSIRO SCM 18 levels 1800 s 
CSU SCM 17 levels 900 s 
ECHAM SCM 19 levels 1200 s 
GFDL SCM 18 levels 1800 s 
McRAS SCM 20 levels 600 s 
NCAR CCM3 18 levels 1200 s 
PNNL/CCM2 SCM 24 levels 1200 s 
Rutgers SCM 12 levels 3600 s 
Scripps SCM 20 levels 450 s 
SUNY/CCM3 SCM 18 levels 1200 s 
UCLA/CSU CEM 256 x 34 grid points 10 s 

512 x 20 km domain 

is therefore required to ensure that basic conservation 
properties are not violated in the forcing data. In this 
paper we consider two different objective analysis tech- 
niques. 

The Lawrence Livermore National Laboratory (LLNL) 
objective analysis scheme is based on the method origi- 
nally proposed by Barnes [1964] and subsequently used 
and documented by many others [Leach et al., 1997]. 
•1 •15• S Ll•o i j LUL ILIUL•UI•LL [D UD•U bU UUb•111 blIU 
spatial derivatives. For application at the SGP site, 
the temperature and moisture observations from radio- 
sondes at approximately 10 m vertical resolution are 
processed into 10 hPa layers from 960 hPa to 100 hPa 
for each of the five simultaneous soundings. Wind ob- 
servations from the soundings are merged with thos• 
from neighboring National Weather Service wind pro- 
filers to provide wind fields for the 10 hPa layers. Ob- 
jective analyses are then performed on these layer- 

averaged data to provide values of site-wide means and 
spatial derivatives at 3 hour intervals. Values of winds 
and spatial derivatives are used to estimate advective 
tendencies of temperature and moisture. Divergence of 
the horizontal wind for each layer is integrated, apply- 
ing O'Brien's [1970] correction, to obtain estimates of 
large-scale vertical motion. 

The State University of New York, Stony Brook 
(SUNY) objective scheme is based on the variational 
analysis of Zhang and Lin [1997]. It begins with an 
objective scheme that is similar to the LLNL scheme 
for smoothing and filling raw input data. It then uses a 
variational method to adjust the atmospheric state vari- 
ables (winds, temperature, and humidity) by the min- 
imum possible amount to conserve column-integrated 
mass, water vapor, and energy. To satisfy the column- 
integrated mass, water vapor and energy budgets, mea- 
surements of the column storage and of the surface and 
top-of-the-atmosphere fluxes are required. These mea- 
surements are described in section 2.2. For the two dif- 
ferent estimates of the surface sensible and latent heat 
fluxes, two different SUNY objective analyses were per- 
formed, yielding an analysis at 50hPa pressure intervals 
every 3 hours. The technical details of the variational 
procedure and discussion of the required adjustments 
can be found in the work of Zhang and Lin [1997]. 

ru• ut•e analysis of the July 1995 A•ivl IuF data, sev- 
eral augmentations are made to the method described 
by Zhang and Lin [1997]. The first is the introduc- 
tion of some auxiliary boundary grids to better define 
the SCM domain at the SGP site. In addition to the 
four sounding boundary facilities, six N OAA wind pro- 
filers are used in defining the SCM domain. The second 
improvement is the use of background fields from the 
operational mesoscale analysis of the National Center 
for Environmental Prediction rapid update cycle model 

Table 5. Stratiform Cloud Schemes 

Model Stratiform Cloud Scheme 

CCCma SCM 

CSIRO SCM 
CSU SCM 

ECHAM SCM 

GFDL SCM 

McRAS SCM 

NCAR CCM3 SCM 
PNNL/CCM2 SCM 

Rutgers SCM 
Scripps SCM 
SUNY/CCM3 SCM 
UCLA/CSU CEM 

prognostic cloud liquid water, cloud ice and cloud droplet number 
diagnostic cloud fraction 

prognostic cloud liquid water and cloud ice; statistical cloud fraction 
bulk cloud microphysics [Fowler et al., 1996]; cloud fraction is zero or 1 

detrainment of condensed water 
prognostic cloud liquid water and cloud ice; diagnostic cloud fraction 

detrainment of condensed water 
prognostic liquid and ice [Rots•ayn, 1997]; prognostic cloud fraction [Tied•ke, 1993] 

detrainment of condensed water 
prognostic cloud scheme [Sud and Walker, 1999a,b] 

prognostic cloud fraction; detrainment of condensed water 
diagnostic cloud fraction [Slingo, 1987] and condensed water content [Hack, 1998] 
prognostic water vapor plus cloud water, cloud ice, ice number [Ghan e• al., 1997] 

no subgrid cloud; detrainment of water vapor plus cloud water 
cloud water proportional to vapor during condensation Stenchikov and Robock [1995] 
prognostic cloud [Tiedtke, 1993]; detrainment of condensed water 
diagnostic cloud [Slingo, 1987], same as CCM3 
three-phase ice microphysics [Lin ei al., 1983; Lord et al., 1984; Krueger ei al., 1995] 
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Table 6. Cumulus Convection Schemes 

Model Cumulus Convection Scheme 

CCCma SCM 
CSIRO SCM 
CSU SCM 
ECHAM SCM 

GFDL SCM 
McRAS SCM 
NCAR CCM3 SCM 
PNNL/CCM2 SCM 
Rutgers SCM 
Scripps SCM 
SUNY/CCM3 SCM 
UCLA/CSU CEM 

simplified A-S scheme [Zhang and McFarlane, 1995] 
mass flux scheme [Gregory and Rowntree, 1990]; convective cloud water 
modified A-S scheme [Pan and Randall, 1998; Ding and Randall, 1998] 
mass flux scheme [Tiedtke, 1989] with an adjustment closure based on CAPE 

[Nordeng, 1994] 
relaxed A-S scheme Moorthi and Suarez, 1992] 
relaxed A-S scheme; convective cloud water 
Zhang and McFarlane [1995], Hack [1994] 
CCM2 Mass Flux [Hack, 1994] 
variational convective adjustment [Stenchikov and Robock, 1995] 
Zhang and McFarlane [1995]; convective cloud water 
modified Zhang and McFarlane [1995], Xie [1998] 
none 

in filling missing data. The third is the use of hourly 
winds at 17 NOAA profilers surrounding the SCM do- 
main. The analysis is also augmented with better es- 
timation of area-mean surface fluxes and precipitation. 
Description of the impact of these augmentations and 
the sensitivity of the data products are described in a 
separate paper [Zhang et al., 1999]. 

3. Summary of models 
The 1 single-column models and one two-dimensional 

cloud ensemble model participating in this comparison 
are documented in Tables 2-9. The CEM is participat- 
ing in the study to serve as a reference simulation for 
those fields that cannot be or have not been observed for 
the study period; it must be recognized that although 
the CEM explicitly resolves most convective clouds and 
hence should provide a superior estimate of cumulus 
convection, it uses a cloud microphysics parameteriza- 
tion similar to those in SCMs and hence is by no means 
a perfect reference. The models span a range of spa- 
tial resolutions and treatments of physical processes. 
The number of levels used to represent the atmosphere 
ranges from 12 to 34. Most models predict cloud con- 

densate, but some (NCAR, SUNY, Rutgers) diagnose 
the condensate using a prescribed profile under condi- 
tions of saturation. Most models treat subgrid cloudi- 
ness for stratiform clouds, but the CSU and PNNL mod- 
els do not. Only the CEM predicts convective cloud 
condensate, but the CSIRO, McRAS, NCAR, Rutgers, 
Scripps, and SUNY SCMs diagnose the convective cloud 
water and relate it to the convective cloud radiative 
properties; the other SCMs neglect the radiative impact 
of convective clouds altogether. A variety of deep con- 
vection parameterizations are employed in the SCMs, 
with most using some variant of the Arakawa-Schubert 
parameterization; the NCAR, Scripps and SUNY SCMs 
use versions of the Zhang and McFarlane, [1995] simpli- 
fied Arakawa-Schubert parameterization. The Rutgers 
SCM uses a variational moist convective adjustment 
scheme. The CSU, ECHAM, McRAS, GFDL, PNNL, 
and Scripps SCMs treat detrainment of condensed wa- 
ter from cumulus clouds. Most models differ in many 
respects, making the identification of the causes of in- 
termodel differences in simulations difficult. However, 
the NCAR and SUNY models differ only in the trigger 
for cumulus convection [Xie, 1998]. 

Table 7. Radiation Schemes 

Model Radiation Scheme 

CCCma SCM 
CSIRO SCM 
CSU SCM 
ECHAM SCM 
GFDL SCM 
McRAS SCM 
NCAR CCM3 SCM 
PNNL/CCM2 SCM 

Rutgers SCM 
Scripps SCM 
SUNY/CCM3 SCM 
UCLA/CSU CEM 

LW, Morcrette [1989]; SW, Fouquart and Bonnel [1980] 
LW, Schwarzkopi and Fels [19911; SW, Lacis and Hansen [19741 
Harshvardhan et al. [1987] 
LW, Morcrette [1989]; SW, Fouquart and Bonnel [1980] 
LW, $chwarzkopf and Fels [1991];SW, Lacis and Hansen [1974] 
Chou et al., [1994, 1998, 1999] 
Kiehl et al., [1996, 1998] 
LW same as CCM2 [Hack et al., 1993]; SW, same as CCM2 but stratiform cloud 

properties are parameterized 
Stenchikov and Robock [1995] 
same as ECHAM 
same as CCM3 [Kiehl et al., 1996, 1998] 
same as CSU SCM 
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Table 8. Cloud Radiative Properties 

Model Stratiform Clouds Convective Clouds 

CCCma SCM 
CSIRO SCM 
CSU SCM 
ECHAM SCM 
GFDL SCM 
McRAS SCM 
NCAR CCM3 SCM 
PNNL/CCM2 SCM 
Rutgers SCM 
Scripps SCM 
SUNY/CCM3 SCM 
UCLA/CSU CEM 

f(LWC, Nc ,IWC, Ni ,Az) 
f(LWC,Nc,IWC,Az) Rotstayn [1997] 
f(LWP,r•,IWP,ri) Fowler and Randall [1996] 
f(LWC,N•,IWC,Az) Lohmann and Roeckner [1996] 
f(LWP,r•,IWP,r/) Slingo [1989], Ebert and Curry [1992] 
f(LWC, N• ,IWC, Ni ,Az) 

f(LWC,mJWC,m,,az) ,t 
Stephens [1978] 

SUwo 
same as CCM3 

f(LWC,m,WC,m,) 

neglected 
f(LWC,N• ,IWC,Az) 
neglected 
neglected 
neglected 
f(LWC, Nc ,IWC, Ni ,Az) 
f(LWP, rc ,IWP,ri ) 
neglected 
Stephens [1978] 
f(LWP,r• ,IWP,ri) 
same as CCM3 
f(LWC, N• ,IWC, N, ) 

4. Baseline Experiment 
This investigation focuses on the period July 18 to 

August 3, 1995. Meteorological conditions during the 
summer 1995 SCM IOP were typical of the continental 
summertime regime. The first half of the period was 
characterized by variable cloudiness and precipitation 
every other day associated with a stationary, large-scale 
upper level trough over North America. In the sec- 
ond half of the period, upper level ridging led to clear 
days and hot• dry conditions. An upper level trough 
replaced the ridge, with increasing cloudiness, thunder- 
storms, and occasional intense precipitation toward the 
end of the study period. Hence a wide range of sum- 
mertime weather conditions occurred for testing SCMs, 
including hot, clear days, variable cloudiness and local 
convection, and synoptic forcing with increased cloudi- 
ness, precipitation, and occasional severe weather. In- 
spection of an animation of the satellite images for the 
IOP reveals the importance of cloud advection through 
the study area; cloud processes were not governed sim- 
ply by local convection. 

The baseline experiment consists of SCM and CEM 
simulations driven by the total advective forcing cal- 
culated by the SUNY objective analysis, with surface 

fluxes estimated by the SiB2 model using the [Doran et 
al. [1998] surface analysis. 

Plates I and 2 show the temperature and specific hu- 
midity forcing tendencies as functions of pressure and 
time. The temperature forcing is marked by periods 
of 15-30ø/d cooling at pressures between 300 and 600 
hPa on July 20, 22, 24, 26 and August 1-3, with forc- 
ing weaker than 5ø/d most other times and pressure 
levels. The humidity forcing reflects some of the same 
features as the temperature forcing, with moistening at 
the same times and pressure levels as the strong cooling, 
but also exhibits strong drying in the lower troposphere 
at times, particularly on July 23, 27, and 28. 

How do the temperature and humidity fields respond 
to the forcing? Plate 3 compares the simulated and ob- 
served column mean (between pressure levels 100-900 
hPa) temperature during the 17 day IOP. Several points 
are worth noting. First, simulated temperatures drift 
by up to 15 øduring the 17 day period. Because the drift 
is different for each model, it probably reflects model de- 
ficiencies rather than limitations in the large-scale forc- 
ing used to drive the models, although sensitive depen- 
dence on initial conditions [Hack and Pedretti, 1999] 
could also drive some of the differences. Second, all of 
the simulations exhibit more teniporal variability than 

Table 9. Turbulence Schemes 

Model Turbulence Scheme 

CCCma SCM 
CSIRO SCM 
CSU SCM 
ECHAM SCM 
GFDL SCM 
McRAS SCM 
NCAR CCM3 SCM 
PNNL/CCM2 SCM 
Rutgers SCM 
Scripps SCM 
SUNY/CCM3 SCM 
UCLA/CSU CEM 

Abdella and McFarlane [1997] 
Smith [1990] modification of Louis [1979] K theory 
Suarez et al. [1983] 
Brinkop and Roeckner [1995] 
2.5 order, Mellor-Yamada [Helfand and Lebraga, 1988] 
same as GFDL SCM 

nonlocal bulk [Holtslag and Boville, 1993; Kiehl et al., 1998] 
Smith [1990] modification of CCM2 [Hack et al., 1993] 
Stenchikov and Robock [1995] 
same as CCM3 
same as CCM3 
3-order closure [Krueger, 1988] 
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Plate 1. Vertical profile of the temperature forcing (ø/d) due to horizontal advection, vertical 
advection, and adiabatic expansion, derived from the SUNY variational analysis (using SiB2 
surface fluxes) for the SGP site during the period July 18 to August 3 1995. 
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Plate 2. As in Plate 1, but the specific humidity forcing (g/kg/d). 
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Plate 3. Column (100-900 hPa) mean temperature (o Kelvin) as simulated by each model using 
the baseline forcing shown in Plates 1 and 2, and as observed using the SUNY variational analysis. 

observed, particularly on timescales of several days. Be- 
cause the simulations agree quite well with each other 
on timescales of less than several days, the greater vari- 
ability in the simulations is probably due to errors in 
the forcing on those timescales, which is accentuated in 
models driven by prescribed vertical velocity or verti- 
cal advection because they are unable to disperse heat- 
ing errors laterally through geostrophic adjustment (of 
course, all models could have the same problem con- 
tributing to the greater variability, but, this is unlikely 
given the variety of parameterizations in the models). 
Thus by comparing multiple model simulations with 
each other and with observations, we can separate er- 
rors associated with the forcing (on timescales less than 
a few days) and errors associated with the models (on 
longer time scales). This illustrates the power of eval- 
uating multiple models in the same study: it would be 
impossible to separate model and forcing errors from 
simulations by a single model. 

Plate 4 compares the simulated and observed column 
water vapor (also known as precipitable water). Some 
of the same features evident in the temperature record 
also appear in the humidity record, with the simulations 
agreeing with each other on timescales of less than sev- 
eral days but not on longer timescales. In some cases 
(NCAR) the simulations that are too warm are also too 

moist, but in others, the simulations that are too warm 
are too dry (CCCma) and those that are too cold are too 
moist (PNNL). Only 3 of the 12 simulations diverge sig- 
nificantly from the observations before 12 days into the 
experiment. The P NNL simulation is too moist because 
it neglects subgrid variability in cloud microphysics and 
hence requires a higher humidity for condensation and 
precipitation to occur. The ECHAM simulation is too 
moist because it seldom simulates convective precipi- 
tation an.d hence relies on stratiform condensation to 
reduce the humidity. The dry and warm bias in the 
CCCma simulation may be due to insufficient evapo- 
ration of rain in the cumulus convection scheme, but 
further tests are needed to unambiguously identify the 
cause of the bias. As might be expected, the simulation 
by the CEM is closest to the temperature and humidity 
measurements. 

How well do the models simulate cloud water? Plate 5 
compares the simulated and observed cloud liquid water 
path (LWP). The observations show a remarkably per- 
sistent liquid water path of 0.05-0.2 kg m -2 until July 
29 (the microwave radiometer was down between July 
29 and August 1) and then much larger LWP, 0.2-0.35 
kg m -2, for the period August 1 - 3. The PNNL model 
simulates almost no LWP for the entire simulation pe- 
riod. All others simulate LWP sporadically through- 
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Plate 4. Column total water vapor (also known as precipitable water) (kg m -2) as simulated by 
each model using the baseline forcing shown in Plates I and 2, and as observed using the SUNY 
variational analysis. 
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Plate 5. Column cloud liquid water (also known as cloud liquid water path) (ks m 
simulated by each model using the baseline forcing shown in Plates 1 and 2, and as observed by 
microwave 
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Plate 6. Column cloud ice water (also known as cloud ice path) (kg m -2) as simulated by each 
model using the baseline forcing shown in Plates 1 and 2. Observations are not available. 

out the simulation period, with intermittent periods of 
almost no simulated cloud liquid water when the ob- 
servations indicate liquid water was present. This de- 
screpancy may reflect the excessive variability in the 
simulated temperature on timescales of less than a few 
days, which (as discussed above) is likely due •o ex- 
cessive variability in the model forcing. Although the 
difference could be attributed to the neglect of convec- 
tive cloud water in several models or to deficiencies in 
cumulus parameterizations in all SCMs, the fact that 
the difference is evident in the CEM simulation sug- 
gests it is most likely due to the forcing (instrumen- 
tal error. sampling error, or the lack of any estimate 
of horizontal advective tendency for cloud water). In- 
sufficient resolution for shallow convection or problems 
with the treatment of turbulence or cloud microphysics 
in the CEM could also contribute to the simulation of 
little LWP by the CEM at times during the period July 
19-29. However, a comparison of the observed LWP 
with surface weather summaries and with satellite esti- 
mates of cloud cover indicates sustained periods (e.g., 
July 27 and 28) when the cloud cover is less than 5%, 
but the LWP estimated from microwaver radiometer is 
0.04 kg m -2 (slightly above the estimated uncertainty). 
Thus the persistence in the observed LWP may not be 
real. 

Pla•e 6 compares the simulated cloud ice.path (IWP). 
The timing of the ice clouds is generally in good agree- 
ment for all models. Observations of IWP are no• avail- 
able. If we can regard the CEM simulation as close to 
the ice that would be observed, then several of the mod- 
els (CSU, PNNL, Scripps, ECHAM, CSIRO) simulate 
the cloud ice fairly well. The model that simulates little 
liquid water (PNNL) simulates only a moderate amount 
of ice, suggesting that its problem is due to the fact that 
it treats only stratiform cloud water, and as we shall see, 
most of its precipitation is due to convective rather than 
stratiform clouds. 

To some extent the differences in the simulated con- 
densed water can be explained in terms of differences in 
the treatment of stratiform microphysics, of convective 
microphysics, or of detrainment of condensate from con- 
vective clouds. For example, in the P NNL simulation, 
convective clouds dominate the precipitation rate and 
hence control the humidity in the atmosphere, limiting 
large-scale condensation and hence LWP because con- 
vective LWP is neglected. In the ECHAM simulation, 
s•,ratiform clouds dominate the precipitation rate, so 
LWP is quite high even though convective LWP is also 
neglected. The CSIRO model also produces high LWP 
but for different reasons, namely (1) because its LWP 
includes convective as well as stratiform LWP, and (2) 
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Plate 7. Hourly mean surface precipitation rate (kg m -2/d) as simulated by each model using 
the baseline forcing shown in Plates 1 and 2, and as observed. 
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Plate 8. Downward 2zI hour running mean solar radiative flux at the surface (W m -u) as 
simulated by each model using the baseline forcing shown in Plates 1 and 2, and as observed. 
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Plate 9. Upward 24 hour running mean solar radiative flux at the top of the atmosphere (W m -2) 
as simulated by each model using the baseline forcing shown in Plates 1 and 2, and as observed. 
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Plate 10. Outgoing longwave radiative flux at the top of the atmosphere (W m -2) as simulated 
by each model using the baseline forcing shown in Plates I and 2, and as observed. 
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because of an oversight in which it neglects cloud water 
accretion by convective precipitation. Detrainment of 
condensate from convective clouds may explain why the 
ECHAM simulation (which treats detrainment) yields 
more LWP than the CCCma simulation (which neglects 
it), but the difference in the treatment of droplet num- 
ber (prescribed versus predicted) could also contribute 
to the difference. Detrainment does not play so great 
a role in the McRAS simulation, which yields moder- 
ate LWP and little IWP, perhaps because the McRAS 
model includes convective LWP and IWP. The GFDL 
SCM simulates the most cloud ice, probably because its 
cloud ice includes falling snow as well as suspended par- 
ticles, while other models distinguish between snow and 
ice. Although the droplet number concentration pre- 
scribed or predicted in the SCMs varies from 150 cm -a 
to 600 cm -a , there is little correlation between droplet 
number and liquid water path across SCM simulations. 

Plate 7 compares observed and simulated precipita- 
tion rates at the surface. The agreement is generally 
quite good, perhaps because the model forcing is con- 
strained by the observed precipitation. Although spu- 
rious precipitation is simulated by some models during 
periods when no precipitation is observed (e.g., July 27- 
a 1), all models simulate precipitation to within perhaps 
50% of observations during the times when precipitation 
is observed (July 20, 22, 24, 26, and August l-a). 

The partitioning of the precipitation is quite differ- 
ent for each model. The convective precipitation (not 
shown) exceeds the stratiform precipitation (not shown) 
throughout the period for most simulations and dom- 
inates in the PNNL and NCAR simulations. On the 
other hand, stratiform precipitation dominates convec- 
tive precipitation in the ECHAM simulation through- 
out the period and in the CCCma simulation during 
the last week. It is noteworthy that almost all of the 
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Plate 12. Vertical profile of the 17 day mean water vapor mixing ratio bias (g/kg) simulated by 
each model using the baseline forcing shown in Plates 1 and 2. 

spurious precipitation evident in Plate 7 is associated 
with convective precipitation. Although this sugges[s 
that problems with the cumulus parameterizations in 
the SCM are responsible for the spurious precipitation, 
the fact that CEM also simulates spurious precipitation 
at times suggests that errors in the forcing might also 
be responsible. The excessive cooling during the pe- 
riod July 28-30 simulated by all models (Plate 2) also 
supports this conclusion. 

The radiative flux fields are closely related to the 
cloud fields. Plate 8 compares the 24-hour running 
means of the simulated and observed downward solar 
flux at the surface. The observed flux is typically 250- 
320 W m -2, except during the disturbed period August 
1-3, when it is 100-150 W m -2. Although some sim- 
ulations follow this general pattern, most models pro- 

duce large errors at times. The flux simulated by the 
CSU, McRAS, and ECHAM models is frequently 100 
W m -2 too low during July, reflecting the excessive 
cloud water evident in Plate 5. The flux simulated 
by the PNNL, CCCma, Rutgers, and CEM is 10-150 
W m -2 too high on August 1-3. The overestimate of 
the flux by the P NNL model during the disturbed pe- 
riod is likely due to its neglect of the radiative impact 
of convective clouds. The overestimate of the flux by 
the CCCma is a problem with particle phase because 
it simulates too much cloud ice (which is less efficient 
at scattering sunlight) and too little cloud liquid wa- 
ter. The overestimate of the flux by the Rutgers SCM 
and the CEM must be due to improper cloud particle 
properties because both models simulate plenty of cloud 
liquid water and cloud ice. The most accurate flux is 
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Plate 13. Vertical profile of the 17 day mean cloud water mixing ratio (g/kg) simulated by each 
model using the baseline forcing shown in Plates 1 and 2. 

simulated by the CSIRO SCM, even though it predicts 
far too much cloud liquid water, and by the Scripps 
SCM. 

The features of the downward solar flux at the sur- 
face are mirrored in the features of the upward solar 
flux at the top of the atmosphere. Plate 9 compares 
24 hour running means of the simulated and observed 
upward solar flux at the top of the atmosphere. The 
observed flux ranges from a low of 80 W m -2 July 26- 
29, to a high of 300 W m -2 on August 2. Most mod- 
els simulate the low outgoing solar radiation quite well, 
although the CSU and McRAS simulations yield ex- 
cessively high upward solar flux at times. On the days 
with high observed outgoing solar radiation the Scripps, 
CSU, GFDL, and ECHAM simulations are within about 
50 W m -2 of observations, but the CEM, SUNY, CCC- 

ma, and particularly the PNNL simulations are 120-180 
W m -2 too low. The PNNL bias is due to its neglect 
of convective cloud radiative effects. The CCCma bias 
is due to the partitioning of liquid water and cloud ice 
as discussed above. The CEM bias must be due to in- 
appropriate cloud particle properties because the CEM 
simulates plenty of cloud water and cloud ice. The so- 
lar radiation absorbed in the atmosphere (not shown) 
by the ECHAM model is up to 100 W m -• higher than 
any other model; this heating is associated with the 
presence of upper tropospheric ice clouds and is due to 
the use of only two solar bands for the radiative trans- 
fer. 

The outgoing longwave radiative flux at the top of the 
atmosphere provides information about cloud top tem- 
perature as well as cloud water concentration. Plate 10 
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Plate 14. Vertical profile of the 17 day mean cloud ice mixing ratio (g/kg) simulated by each 
model using the baseline forcing shown in Plates I and 2. 

compares the simulated and observed upward infrared 
flux at the top of the atmosphere. The observations 
show considerable temporal variability as high-cloud 
systems pass across the SGP site, with the outgoing 
infrared flux varying by up to 150 W m -2 from day 
to day. Most simulations capture this variability quite 
well, particularly during the period July 22- 26. How- 
ever, on some days, many of the models tend to sim- 
ulate spurious high cloud (low upward infrared flux), 
particularly on July 29 to August 3. Only the SUNY, 
Rutgers, CEM, and to a lesser extent, the N CAR and 
CSIRO models seem to avoid this problem. The de- 
fect is particularly severe in the P NNL simulation but 
is also evident in the simulations by the other models 
that neglect the radiative impact of convective clouds 
(CSU, CCCma, GFDL, and ECHAM). 

To see the vertical structure of the simulations, we 
now consider vertical profiles of the time means of sev- 

eral variables. Plate 11 compares the vertical profile 
of the simulated temperature bias averaged over the 17 
days of the IOP. The CEM temperature profile agrees 
with the observations remarkably well, with differences 
of less than 3øthroughout the troposphere. Most SCM 
simulations are too warm throughout the troposphere, 
with the greatest warm bias (up to 15 ø C) in the lower 
troposphere. The large difference between the NCAR 
and the SUNY temperature bias (7øin the upper tro- 
posphere) is only due to the difference in the trigger- 
ing function for convection, which is triggered less fre- 
quently in the SUNY simulation, producing less warm- 
ing than in the NCAR simulation. The 15 ø C upper 
tropospheric cold bias in the Rutgers simulation is due 
to the Rutgers moist convection scheme, which diffuses 
moist static energy only under conditions of instability 
and saturation [Stenchikov and Robock, 1995]; although 
the atmosphere is always unstable in the Rutgers simu- 
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Table 10. Time and Column Mean Temperature (ø Kelvin) Between 100 and 900 hPa 

Model Baseline LLNL EBBR Nudging VADV 

Observed 265.8 
CCCma SCM 270.4 271.4 270.6 266.2 270.3 
CSIRO SCM 267.3 265.8 266.9 265.6 265.2 
CSU SCM 264.1 264.9 265.1 266.4 266.3 
ECHAM SCM 266.4 266.5 266.2 265.4 267.3 
GFDL SCM 267.1 265.9 267.2 265.5 268.4 
McRAS SCM 267.3 265.7 267.3 265.7 269.0 
NCAR CCM3 SCM 271.8 274.8 273.0 265.9 274.0 
PNNL/CCM2 SCM 265.0 264.8 264.7 265.3 267.5 
Rutgers SCM 259.7 266.8 260.0 264.0 261.0 
Scripps SCM 268.3 269.2 268.1 265.6 271.4 
SUNY/CCM3 SCM 269.7 274.5 270.0 265.9 270.4 
UCLA/CSU CEM 265.3 265.8 266.7 

lation, it is seldom saturated, and when it is the moist 
convection scheme does not eliminate the instability. 

Plate 12 shows the vertical profile of the simulated 
bias in the water vapor mixing ratio. Most model sim- 
ulations are too moist between 700 and 800 hPa and 
too dry below 900 hPa. In contrast, the CCCma simu- 
lation is far too dry throughout the lower troposphere, 
which is consistent with the low precipitable water in 
the CCCma simulation; this dryness, coupled with the 
warm bias, suggests that evaporation of precipitation is 
too weak in the CCCma simulation. The PNNL simula- 
tion is too moist at all levels because it neglects subgrid 
variability in cloud microphysics and hence requires a 
higher humidity for condensation and precipitation to 
occur. The ECHAM simulation is too moist at all lev- 
els because it seldom simulates convective precipitation 
and hence relies on stratiform condensation to reduce 
the humidity. The CEM simulation is too dry near the 
surface. 

The simulated vertical profiles of average cloud water 
and cloud ice mixing ratios are illustrated in Plates 13 
and 14. The CSIRO model simulates cloud liquid water 

(nocturnal fog) near the surface. Most models (except 
PNNL) simulate cloud liquid water at levels 500-800 
hPa. The Rutgers model simulates most of its liquid wa- 
ter at lower levels than most models, while the NCAR 
model simulates most of its liquid water at higher levels 
than most models; interestingly, both of these models 
prescribe rather than predict the cloud liquid water pro- 
file. Most models simulate most cloud ice at levels above 
400 hPa, but the CSIRO and the GFDL-K models simu- 
late most cloud ice below 400 hPa because the diagnos- 
tic for cloud ice in both the CSIRO and GFDL models 
includes the precipitating particles (loosely, snow and 
graupel) which are added back into the cloud ice field 
in the layer in which they arrive at the end of each time 
step. The NCAR and McRAS models simulate very 
little cloud ice at any level, while the CCCma model 
simulates much more cloud ice than the other models, 
even though it does not treat detrainment of condensed 
water from convective clouds. 

Tables 10 17 summarize the baseline and other sim- 

ulations with time means of column-integrated fields. 
The time mean values are consistent with the above 

Table 11. Time Mean Column Water Vapor (kg m -2) 

Model Baseline LLNL EBBR Nudging VADV 

Observed 41.1 
CCCma SCM 34.0 29.2 34.8 39.5 33.1 
CSIRO SCM 44.7 29.7 45.3 41.6 39.6 
CSU SCM 41.4 29.3 43.7 41.8 45.2 
ECHAM SCM 53.4 34.1 54.3 43.7 55.7 
GFDL SCM 43.1 28.3 44.1 41.1 45.3 
McRAS SCM 44.6 34.0 43.4 37.5 37.6 
NCAR CCM3 SCM 46.2 33.0 47.7 41.0 49.6 
PNNL/CCM2 SCM 50.5 38.9 51.8 43.1 60.2 
Rutgers SCM 36.8 22.7 37.5 36.5 40.0 
Scripps SCM 42.2 30.6 44.1 41.0 50.3 
SUNY/CCM3 SCM 44.2 33.7 44.4 41.0 46.6 
UC,LA/CSU CEM 40.4 42.4 43.9 
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Table 12. Time Mean Column Cloud Liquid Water (kg m -2) 

Model Baseline LLNL EBBR Nudging VADV 

Observed 0.111 
CCCma SCM 0.041 0.031 0.038 0.019 0.039 
CSIRO SCM 0.187 0.133 0.228 0.127 0.175 
CSU SCM 0.060 0.028 0.071 0.019 0.062 
ECHAM SCM 0.138 0.076 0.114 0.087 0.177 
GFDL SCM 0.065 0.054 0.054 0.042 0.046 
McRAS SCM 0.078 0.058 0.065 0.007 0.019 
NCAR CCM3 SCM 0.018 0.009 0.023 0.022 0.014 
PNNL/CCM2 SCM 0.006 0.041 0.003 0.011 0.030 
Rutgers SCM 0.063 0.043 0.071 0.047 0.081 
Scripps SCM 0.035 0.025 0.035 0.029 0.034 
SUNY/CCM3 SCM ..... 
UCLA/CSU CEM 0.058 0.052 0.065 

discussion. These values are presented for comparison 
with time mean values for sensitivity experiments de- 
scribed in section 5. 

5. Comparison of Forcing Methods 
In designing this comparison experiment we had to 

choose from among several different forcing methods. 
To determine the dependence of the results on this 
choice, here we investigate the sensitivity of the sim- 
ulations to the choice of forcing methods. In particular, 
we examine the sensitivity to (1) the analysis method 
(LLNL versus SUNY), (2) the prescribed surface fluxes 
(EBBR versus SiB), (3) the nudging of temperature 
and humidity, and (4) whether the vertical advective 
tendencies of temperature and humidity are prescribed 
from the analysis or calculated by each model from the 
simulated profiles of temperature/humidity and the an- 
alyzed vertical velocity. 

5.1. LLNL versus SUNY Forcing 
Figure 2 shows the 18 day mean and standard devia- 

tion of the temperature and specific humidity total ad- 
vective tendencies as analyzed at LLNL and at SUNY. 

The temperature tendency shows good agreement be- 
tween the two analyses except for 2 ø/d less cooling be- 
tween 850 and 375 hPa in the LLNL analysis. The mois- 
ture tendency of the LLNL analysis shows much larger 
ternporal variations and noticeably more complicated 
vertical structures in both the mean and the standard 
deviation profiles, with less moistening and more dry- 
ing in the lower troposphere. This could impact the 
simulated results. 

The most important difference between the LLNL 
and the SUNY objective analyses is the added con- 
straint of column heat and moisture consistency in the 
SUNY objective analysis. Figure 3 shows the column 
moisture budget for the SUNY and LLNL analyses, ex- 
pressed in terms of the precipitation rate and the sum 
of the surface evapotranspiration rate and the column 
integral of the apparent moisture sink Q2 [Yanai et 
al., 1973]. The apparent moisture sink is determined 
from the analyzed difference between the total tendency 
and the advective tendency of moisture. Although the 
SUNY analysis ensures an exact column moisture bal- 
ance when the advective tendency is expressed in its 
flux form 

Table 13. Time Mean Column Cloud Ice (kg m -2) 

Model Baseline LLNL EBBR Nudging VADV 

CCCma SCM 0.130 0.099 0.121 0.112 0.136 
CSIRO SCM 0.062 0.045 0.065 0.059 0.086 
CSU SCM 0.058 0.052 0.046 0.026 0.052 
ECHAM SCM 0.051 0.035 0.051 0.011 0.054 
GFDL SCM 0.096 0.077 0.101 0.052 0.085 
McRAS SCM 0.010 0.015 0.009 0.000 0.002 
NCAR CCM3 SCM 0.007 0.003 0.006 0.005 0.008 
PNNL/CCM2 SCM 0.050 0.041 0.051 0.065 0.064 
Rutgers SCM ..... 
Scripps SCM 0.061 0.040 0.055 0.039 0.048 
SUNY/CCM3 SCM 
UCLA/CSU CEM 0.051 0.053 0.046 
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Table 14. Time Mean Precipitation Rate (kg m -2 d -1) 

Model Baseline LLNL EBBR Nudging VADV 

Observed 7.81 
CCCma SCM 6.49 5.19 5.60 8.37 4.61 
CSIRO SCM 7.91 4.76 7.96 6.69 6.62 
CSU SCM 8.17 4.42 8.06 5.01 8.55 
ECHAM SCM 5.96 3.57 5.39 0.41 7.63 
GFDL SCM 7.68 4.45 7.76 8.16 9.01 
McRAS SCM 7.87 4.77 7.99 0.40 2.99 
NCAR CCM3 SCM 9.88 8.11 10.24 14.4 11.53 
PNNL/CCM2 SCM 7.33 5.44 7.23 4.39 8.82 
Rutgers SCM 6.97 4.30 ' 7.27 1.80 2.36 
Scripps SCM 7.98 5.96 8.12 7.71 9.01 
SUNY/CCM3 SCM 9.13 7.34 9.01 10.0 9.71 
UCLA/CSU CEM 8.19 9.01 9.17 

0q - v. qv + (8) 
it does not guarantee an exact balance for the advective ibrrn 
(which is used to drive the models); the same holds for the 
advective tendency of heat. In addition, there was an 
inconsistency in the use of the surface co in the SUNY analysis. 
Thus in the SUNY analysis the precipitation rate differs fi'om 
the sum of the evapotranspiration rate and the advective Ibrm 
of the apparent moisture sink by typically 100 Wm '2 with a 
mean difference of 10 Wm '2 of excessive advective moistening 
. Zhang has recently revised the diagnostic calculation of the 
advective form to prese,'ve the exact column balance of heat 
and moisture. Most of the SCM simulations of the July 1995 
IOP using the revised SUNY analysis are I ø-2 o deg cooler and 
10% &'ier than simulations using the uncon'ected analysis. The 
impact of the correction on the simulated clouds and 
precipitation is small because the effects of cooling and drying 
on relative humidity largely cancel. The revised (energy- and 
moisture-conserving) analysis will be applied to all subsequent 
ARM lOPs, starting with the July 1997 IOP. The colunto 
moisture imbalance in the LLNL analysis, on the other hand, is 
much lm'ger, with an imbalance of typically 300-600 Wm '2 and 
a mean difference of 75 Wm'"-. 

The improved consistency in the heat and moisture 
budgets of the SUNY analysis is enough to clearly iden- 
tify it as the preferred analysis scheme. However, the 
$UNY analysis scheme cannot be applied anywhere 
because it requires measurements of the surface heat, 
moisture and radiative fluxes. To better appreciate the 
value of the SUNY analysis, the SCMs have been run 
using the LLNL analysis. As might be expected, the re- 
sponse of the models to the warming and drying in the 
forcing is generally a warmer and drier simulation. Ta- 
bles 10-17 list the time means of column integrated and 
single-level fields simulated by each model driven by the 
LLNL forcing. Comparing the column mean tempera- 
ture simulated with LLNL and SUNY forcing, three of 
the models (NCAR, SUNY, and Rutgers) produced a 
much warmer (about 5 ø C) simulation when driven by 
the LLNL forcing compared with SUNY forcing, while 
the others were relatively insensitive not only in the 
column mean but also at each level. The column water 
vapor, on the other hand, is sensitive to the forcing for 
all models, with reductions of at least 10 kg m -2 for 
almost every model. The warming and drying reduced 
the cloud liquid water for every model except PNNL, 

Table 15. Time Mean Downward Shortwave Radiation at the Surface (Wm -2) 

Model Baseline LLNL EBBR Nudging VADV 

Observed 246 
CCCma SCM 288 302 302 298 301 
CSIRO SCM 257 287 257 290 263 
CSU SCM 250 281 248 308 241 
ECHAM SCM 204 229 192 259 185 
GFDL SCM 292 289 302 323 296 
McRAS SCM 248 239 267 348 330 
NCAR CCM3 SCM 290 319 284 297 292 
PNNL/CCM2 SCM 314 280 312 312 286 
Rutgers SCM 317 331 321 316 285 
Scripps SCM 252 276 258 274 256 
SUNY/CCM3 SCM 298 328 294 294 297 
UCLA/CSU CEM 310 315 313 
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Table 16. Time Mean Upward Shortwave Radiation at Top of Atmosphere (W m -x) 

Model Baseline LLNL EBBR Nudging VADV 

Observed 145 
CCCma SCM 133 ll5 123 123 124 
CSIRO SCM ll7 99 116 94 114 
CSU SCM 175 152 175 127 181 
ECHAM SCM 155 142 158 119 166 
GFDL SCM 150 149 143 126 144 
McRAS SCM 170 176 155 88 104 
NCAR CCM3 SCM 129 108 132 122 129 
PNNL/CCM2 SCM 99 125 99 104 119 
Rutgers SCM 115 109 111 113 136 
Scripps SCM 146 124 137 122 140 
SUNY/CCM3 SCM 120 94 121 122 121 
UCLA/CSU CEM 115 111 113 

which actually simulated much more cloud liquid water 
because of an increase in water vapor during the period 
August 1-a. Cloud ice is also less with LLNL forcing for 
most models. Precipitation is therefore greatly reduced 
in all simulations, primarily due to inadequate precipi- 
tation during the periodic precipitation events July 20- 
27. Downward solar at the surface is increased, upward 
solar at the top of the atmosphere is reduced, and up- 
ward longwave radiation is increased in almost all sim- 
ulations. In most cases the changes in the simulations 
with LLNL forcing are for the worse when compared 
with observations. This was one of the main reasons 
for adopting the SUNY forcing data in this study. 

5.2. SiB2 vs EBBR Fluxes 

The importance of the surface fluxes in initializing 
cumulus convection over land is easy to understand, 
but the impact of surface fluxes on the intensity of 
cumulus convection has not received much attention. 
The SiB-derived surface sensible and latent heat fluxes 
are very different in magnitude from the EBBR fluxes 
[see Doran et al., 1998] because of the limited sam- 
pling of vegetation types by the 10 EBBR stations. 

The SiB-derived sensible heat fluxes are twice as large 
as the EBBR fluxes during daytime of dry subperiods 
and larger by about 100 W m -2 during daytime of 
other subperiods. The SiB-derived latent heat fluxes 
are smaller by 100 W m -2 during daytime of most sub- 
periods. Such large differences in surface fluxes impact 
the large-scale advective tendencies estimated by the 
SUNY variational analysis, but the root-mean-square 
(rms) differences between the SUNY analyses with Sib 
and EBBR surface fluxes are only about 1 ø d -1 and 0.3 
g kg -1 d -1 for the advective tendencies of temperature 
and humidity, respectively. Such differences are much 
smaller than the rms differences between the LLNL and 

the SUNY forcings. 
However, even if the SUNY analysis were the same 

for SiB2 and EBBR surface fluxes, simulations using 
the SiB2 and EBBR fluxes could be quite different 
because of the large differences in the surface fluxes 
applied as a lower boundary condition in the simula- 
tions. The formulation of the planetary boundary layer 
(PBL) and the interaction with cumulus convection in 
SCMs are the most important factors in determining 
the sensitivity. To address this sensitivity, experiment 

Table 17. Time Mean Upward Longwave Radiation at Top of Atmosphere (W m -x) 

Model Baseline LLNL EBBR Nudging VADV 
Observed 252 
CCCma SCM 219 249 227 237 227 
CSIRO SCM 241 264 244 260 236 
CSU SCM 199 235 212 236 205 
ECHAM SCM 212 231 210 261 205 
GFDL SCM 240 254 239 254 245 
McRAS SCM 225 212 234 284 273 
NCAR CCM3 SCM 245 281 254 263 251 
PNNL/CCM2 SCM 210 242 214 256 193 
Rutgers SCM 258 278 257 271 250 
Scripps SCM 229 264 236 261 242 
SUNY/CCM3 SCM 249 297 251 247 246 
UCLA/CSU CEM 262 264 266 
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Figure 2. Vertical profile of the 17 day mean and stan- 
dard deviation of the temperature forcing (a) and mois- 
ture forcing (b) as analyzed by the SUNY variational 
analysis and by the LLNL objective analysis. 

EBBR uses the EBBR measurements of the mean sur- 
face fluxes both as the lower boundary condition for 
the models and (for consistency) in the SUNY objective 
analysis. Although the poor representativeness of the 
EBBR measurements raises questions about the valid- 
ity of such an experiment, the large differences between 
the Sib and the EBBR estimates of surface fluxes pro- 
vide the opportunity to determine the sensitivity of the 
simulations to larger uncertainties in the surface fluxes. 
Surprisingly, all models show rather weak sensitivities 
(compared to the observed variability) or no sensitivity 

at all in the 18 day mean soundings or the time series 
of the column mean temperature and specific humidity. 
The 18-day mean temperature and specific humidity 
profiles show 1-2 K cooler and i g kg -1 moister in the 
lower troposphere with the EBBR fluxes for all models 
except for Rutgers, CCCma, and ECHAM. The mean 
temperature for ECHAM is I K warmer with the EBBR 
fluxes. The difference in the mean specific humidity is 
rather small for ECHAM, CCCma, and McRAS. In all 
models (except for PNNL) with some sensitivity men- 
tioned above, the 18 day mean temperature differences 
between the simulations reverse signs near the midtro- 
posphere, between 700 and 500 hPa. This result sug- 
gests that the differences in the large-scale advective 
forcings between the two versions of the SUNY analy- 
ses also have some impacts. 

Sensitivity of the simulated PBL depth is apparent in 
some models. With the EBBR fluxes, the amplitude of 
the diurnal variations of the P BL depths is reduced in 
the CEM, CSU, and Scripps SCMs (the PBL data were 
not available for other models), which would impact the 
initiation of deep convection at the diurnal timescale. 

5.3. Sensitivity to Nudging 
For the baseline simulation we chose not to use nudg- 

ing for several reasons. First, it simplifies the inter- 
pretation of the results because all models are sub- 
ject to the same advective tendencies. Second, it is 
more likely to reveal problems in the forcing or in the 
model physics. However, simulations without nudging 
are more likely to exhibit sensitive dependence on initial 
conditions [Hack and Pedretti, 1999] and, as discussed 
in section 5.1, to drift far from the observed state be- 
cause of errors in forcing. 

Here we explore the value of nudging by introducing 
it in SCM simulations. We nudge both temperature 
•nd specific humidity toward the analyzed values for 
;he SGP site. In addition to nudging, the total advec- 
,ive tendency is prescribed as in the baseline simulation. 
Fhus the only difference between this experiment and 
the baseline experiment is the nudging toward the anal- 
ysis. 

Application of nudging improves most simulations in 
several respects but degrades some simulations in other 
respects. In addition to improving the simulated tem- 
perature and humidity, nudging improves the simulated 
cloud and radiation fields. The simulated cloud liquid 
water path is substantially reduced by nudging, com- 
pared to the baseline experiment, for some models, most 
noticeably McRAS and ECHAM and to a lesser extent 
most of the other models. This response is primarily 
due to the moist bias in most models without nudg- 
ing, so nudging removes water and hence reduces cloud 
water. Most simulations now underestimate the cloud 

liquid water path, and only the CSIRO model overesti- 
mates it. Although nudging of temperature also cools 
most simulations, which would increase cloud water, the 
largest warm biases are in the models that prescribe 



2116 GHAN ET AL.: SCM COMPARISON 

2400 

2100- 

1800- 

1500- 

1200- 

900 - 

600- 

300- 

-300 - 

-600 - 

-9OO 

•Q2 

SUNY Column Moisture 
-I- LE o oLP 

Budget 

9•JUL 21•JUL 23•IUL 25•JUL 27•IUL 29•IUL 1A'U(• 3A'UO 
995 

Figure 3. Column moisture budget (in W m -2 of latent heat) according to the (a) SUNY and 
(b) LLNL objective analyses. Q2 is the latent heat of evaporation multiplied by the column 
integral of the apparent moisture sink. LP and LE are the latent heat of evaporation multiplied 
by the precipitation rate and evaporation rate, respectively. 

rather than predict the cloud water mixing ratio and 
hence are less sensitive to the cooling rate. Column 
cloud ice is also reduced for most models, being en- 
hanced somewhat in the PNNL simulation but reduced 
in the ECHAM simulation. 

The changes in the cloud fields also influence the ra- 
diative flux fields. Plate 15 compares the simulated 
and observed upward solar flux at the top of the at- 
mosphere. The agreement with observations is sub- 
stantially improved over the baseline experiment (see 
Plate 9) at times for the CSU and McRAS models. Al- 
though none of the models simulate as much upward 
solar flux as is observed during the disturbed period 
August 1-3, all models simulate a larger flux during the 
disturbed period than at any other time. Nudging also 
improves the simulation of the outgoing longwave radi- 
ation (Plate 16). The errors are reduced for almost all 
models almost all of the time compared to the baseline 
experiment (see Plate 10). Only the Rutgers simulated 

OLR is not improved in any respect. The low OLR 
bias during the disturbed period and at other times is 
greatly reduced for most models. The McRAS simula- 
tion with nudging misses much of the observed low OLR 
episodes that the simulation without nudging captured 
successfully. 

Perhaps the field most sensitive to nudging is the pre- 
cipitation rate. For some models, precipitation is sub- 
stantially reduced by nudging. For example, the precip- 
itation rate for the ECHAM model is reduced from 5.96 
kg m -2 d-•without nudging to 0.41 kg m -2 d-•with 
nudging. This response is due to the large moist bias in 
the simulation without nudging. Nudging dries the at- 
mosphere, replacing precipitation as the primary mois- 
ture sink for the atmosphere. 

This interpretation is complicated by the influence of 
temperature on condensation. For example, precipita- 
tion simulated by the NCAR SCM increases with nudg- 
ing, not because of a dry bias in the baseline simulation 
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Figure 3. (continued) 

(it is actually somewhat too moist) but because of a 
large warm bias. Nudging cools the simulation, which 
produces more condensation and hence large-scale pre- 
cipitation. Similarly, precipitation simulated by the 
Rutgers SCM decreases with nudging because the simu- 
lation without nudging is too cool. Thus biases in both 
temperature and moisture must be considered when an- 
ticipating the impact of nudging on precipitation. 

One criticism of nudging is that it introduces un- 
physical terms into the budgets of the nudged variables. 
The nudging term should be much smaller than other 
terms in the heat and moisture budgets if the tem- 
perature and specific humidity are predicted accurately 
without nudging. This is the case, for example, in the 
PNNL simulations, in which the temperature and mois- 
ture nudging terms are typically I order of magnitude 
less than other terms in the column heat and mois- 
ture balances. However, if temperature or humidity 
are simulated poorly without nudging, then the nudging 
term will be quite important in simulations by the same 
model with nudging. This is illustrated in Plates 17 and 
18, which show the column heat and moisture budgets 
for the CCCma simulation with nudging. Recall that 

according to Plates 3 and 4 the errors in the tempera- 
ture and humidity simulated by the CCCma SCM with- 
out nudging were quite large; the nudging terms in the 
CCCma nudging simulation are therefore large. Nudg- 
ing of temperature is typically 200-400 W m -2 and oc- 
casionally exceeds 1000 W m -2, usually larger than the 
radiative heating and often comparable to the dynamic 
heating and the apparent heat source. Nudging of mois- 
ture is typically 100-200 W m -2 and sometimes exceeds 
1000 W m -2, often as large as the dynamic moisten- 
ing and occasionally as large as the apparent moisture 
sink. This suggests that while nudging might be useful 
for models when simulations without nudging do not 
stray far from observations, it should not be used to 
correct serious biases in models. As shown by Ghan 
et al. [1999], nudging can hide errors in the treatment 
of processes that influence the fields being nudged and 
hence should only be used to correct for errors in the 
SCM forcing or to suppress sensitive dependence on ini- 
tial conditions [Hack and Pedretti, 1999]. As noted by 
Randall and Cripe [1999], nudging does not hide the 
problems in the model but simply changes the mani- 
festation of the problems. The precipitation rate ap- 
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Plate 15. Upward 24 hour running mean solar radiative flux at the top of the atmosphere 
(W m -2) as observed and as simulated by each model driven by the forcing shown in Plates 1 
and 2 with nudging toward the analyzed temperature and humidity. 
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Plate 16. Outgoing longwave radiative flux at the top of the atmosphere (W m -2) as observed 
and as simulated by each model driven by the forcing shown in Plates 1 and 2 with nudging 
toward the analyzed temperature and humidity. 
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Plate 18. Column moisture balance (in W m -2 of latent heat) simulated by the CCCma model 
driven by the forcing shown in Plates I and 2 with nudging toward the analyzed temperature 
and humidity. 
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pears to be the field most sensitive to the application of 
nudging and hence should be regarded as a key diagnos- 
tic of problems with the model. By applying nudging, 
the large drifts away from plausible temperature and 
humidity profiles are avoided, so the parameterizations 
can be tested under more realistic conditions. 

5.4. Vertical Aadvective Tendency 

As discussed in section 2.1, the vertical advective ten- 
dency can be either prescribed from the objective analy- 
sis (the baseline treatment) or calculated by the model 
from the analyzed vertical velocity and the simulated 
profile of the advected field (experiment VADV). Here 
we consider the sensitivity of the SCM and CEM simu- 
lations to the treatment of the vertical advection term 

by comparing the baseline simulations with experiment 
VADV (see Table 1). The differences in the 18 day 
means of key fields (Tables 10-17) are generally smaller 
than the differences between the baseline simulations 
and the simulations drive by the LLNL objective analy- 
sis, but are not negligible and exceed the baseline-LLNL 
differences for some fields and models. For example, the 
precipitation rate (Table 14) is reduced by a factor of 
2-3 for the McRAS and Rutgers SCMs in experiment 
VADV, and the column water vapor (Table 11) is in- 
creased by 20% for the P NNL and Scripps SCMs. The 
CEM is less sensitive to the treatment of the large-scale 
vertical advection than most SCMs for most fields. 

The issue of improvement of the results with inter- 
active versus prescribed vertical advection is very com- 
plicated. Some models show some improvement at se- 
lected levels (e.g., CSU, PNNL), or no improvement at 
all (e.g., McRAS, Scripps and SUNY). There is a gen- 
eral improvement for the CEM for runs with EBBR 
fluxes but not for runs with the SiB2 fluxes. These 

results suggest there is no systematic improvement in 
the simulations when vertical advection is calculated 
from the analyzed vertical velocity and simulated pro- 
files rather than prescribed from the analyses. Thus 
the prescription of the total advective forcing in SCM 
and CEM comparison studies [Redelsperger et al., 1998; 
Bechtold et al., 1999] is preferred because the total ad- 
vective tendency is identical among the models. 

6. Conclusions 

As the first in a series of planned comparisons using 
ARM data, this investigation has revealed much about 
the feasibility of such a study, about the sensitivity to 
analysis method and to the forcing method, about the 
value of involving multiple and diverse models, about 
the model performance and about the models them- 
selves. Here we summarize our main conclusions and 
reflect on the direction of our future work. 

1. Advective forcing over midlatitude continents 
(specifically at the ARM southern Great Plains site) 
can be prescribed accurately enough to distinguish er- 
rors due to model deficiencies from errors due to advec- 

tive forcing errors. The spatial and temporal density of 
profiling measurements is as high at the SGP site dur- 
ing lOPs as anywhere. The combination of the profile 
measurements and surface and top-of-atmosphere mea- 
surements of the energy and water balance are critical 
to the analysis of the forcing required to drive the model 
simulations. 

2. The SUNY variational analysis method for de- 
termining the lateral boundary conditions yields supe- 
rior simulations compared with the conventional LLNL 
analysis. This should not be surprising because the 
variational method uses additional information about 
the surface and top-of-atmosphere energy and moisture 
balance to provide additional constraints on the ana- 
lyzed lateral boundary conditions. The improvement is 
particularly evident in the simulated humidity, precipi- 
tation, and to a lesser extent in the simulated radiative 
fluxes. 

3. There is no systematic dependence of the sim- 
ulations on whether the vertical advective tendencies 
of temperature and humidity are prescribed from the 
analysis or calculated from the analyzed vertical veloc- 
ity and simulated vertical profiles of temperature and 
humidity. The former treatment is therefore preferred 
for future studies because it ensures that all simulations 
are driven by the same total advective tendencies. 

4. The sensitivity of the simulations to the prescribed 
surface fluxes is rather weak for all models. However, 
this conclusion might be different for another study pe- 
riod. 

5. The simulations by the cloud ensemble model are 
generally superior to those by the single-column mod- 
els. The errors in simulated temperature and humidity 
are generally lower at all times and at all levels. The 
errors in simulated precipitation and longwave radiative 
flux at the top of atmosphere are also lower at all times, 
but the CEM errors in shortwave flux at the top of at- 
mosphere are as large as in the SCM simulations. Al- 
though the CEM simulations are dependent on the pa- 
rameterizations of turbulence, cloud microphysics, and 
cloud optical properties, the ability of the CEM to ex- 
plicitly resolve convective circulations and its apparent 
superiority in the simulation of most fields establishes it 
as a reference model for evaluating SCM simulations of 
fields not observed or under conditions when the forcing 
errors are too large to permit evaluation of simulated 
fields by comparison with measurements. However, the 
bias in the CEM shortwave fluxes needs to be corrected, 
and tests for other locations and periods are needed to 
determine whether the CEM just happened to perform 
well for this particular location and period. 

6. Intercomparison of simulations helps to identify 
errors due to errors in the boundary conditions used to 
drive the simulations. Consistent errors across all mod- 
els (CEM as well as SCM) indicate errors in the forcing, 
while errors particular to individual models indicate er- 
rors in the models. 

7. Application of nudging of temperature and humid- 
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ity to SCM simulations is helpful in reducing sensitive 
dependence on initial conditions and in correcting for 
errors in the forcing but can be also hide errors in the 
parameterizations being evaluated. The reductions in 
errors in temperature and humidity leads to improve- 
ments in the simulated clouds and radiative fluxes but 

also produces larger errors in the simulated precipita- 
tion rate. The response to nudging can often be antici- 
pated from the temperature and humidity biases simu- 
lated without nudging. If the contribution of the nudg- 
ing terms to the heat and moisture budgets is compa- 
rable to the advective tendencies, then nudging should 
not be used. 

8. Given the different treatments of a variety of pro- 
cesses in the models, it is often diiticult to explain many 
simulation differences in terms of differences in model 
physics. However, in some cases model problems were 
identified and corrected through the process of inter- 
comparison and evaluation, and in other cases model 
problems have been identified and remain to be cor- 
rected. In conventional validation of the models run 
in three-dimensional climate mode the problems might 
have passed unnoticed. Further resolution of the dif- 
ferences between simulations will require a systematic 
substitution of the parameterizations of all processes, 
which although beyond the scope of this paper is clearly 
the next step toward understanding the cause(s) of the 
different biases in the simulations. 

The next case to be considered will be case 3: June 

18 to July 18 1997. This case features a much wider 
suite of measurements for evaluation, including cloud 
measurements from aircraft and from a combination of 
cloud radar, microwave radiometer, cellometer, and li- 
dar. A wider cast of models is being recruited, including 
more SCMs and CEMs from the GCSS community and 
operational forecast models from the numerical weather 
prediction community. Ensembles of simulations will be 
required for the SCMs, given their tendency toward sen- 
sitive dependence on initial conditions. Parameteriza- 
tions of all processes will be systematically substituted 
to completely reconcile differences between simulations 
by different models. 

Subsequent, cases will move on to other seasons (when 
horizontal advection plays a greater role) and to the 
other ARM sites in the tropical west Pacific and north 
slope of Alaska, where lOPs are planned for 1999. 
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