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Abstract 

 The ability of eight climate models to simulate the Madden-Julian Oscillation 

(MJO) is examined using diagnostics developed by the US CLIVAR MJO Working 

Group. Though the MJO signal has been extracted throughout the annual cycle, this 

study focuses on the boreal winter (November-April) behavior. Initially, maps of the 

mean state and variance, and equatorial space-time spectra of 850hPa zonal wind 

and precipitation are compared with observations. Models best represent the 

intraseasonal space-time spectral peak in the zonal wind compared to that of 

precipitation. Using the phase-space of the multivariate principal components, the 

life-cycle properties of the simulated MJO’s are extracted, including the ability to 

represent how the MJO evolves from a given subphase, and the associated decay 

time scales. On average, the MJO decay (e-folding) time scale for all models is 

shorter (~20-29days) than observations (~31days). All models are able to produce a 

leading pair of multivariate principal components that represents eastward 

propagation of intraseasonal wind and precipitation anomalies, although the fraction 

of the variance is smaller than observed for all models. In some cases, the dominant 

timescale of these PCs is outside of the 30-80 day band. 

Several key variables associated with the model’s MJO are investigated, 

including the surface latent heat flux, boundary layer (925hPa) moisture convergence, 

and the vertical structure of moisture. Frictional moisture convergence ahead (east) 

of convection supports eastward propagation in most of the models. A few models 

are also able to simulate the gradual moistening of the lower troposphere that 

precedes observed MJO convection, as well as the observed geographical difference 

in the vertical structure of moisture associated with the MJO. The dependence of 

rainfall on lower tropospheric relative humidity and the fraction of rainfall that is 

stratiform are also discussed, including implications these diagnostics have for MJO 



 

 4 

simulation. Among models, the SPCAM and the ECHAM4/OPYC show the best 

skill at representing the MJO. 
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1. Introduction 

More than three decades have passed since R. Madden and P. Julian published 

their pioneering discovery of tropical intraseasonal variability (Madden and Julian 

1971; Madden and Julian 1972). Since then, many studies have been devoted to 

understanding the Madden-Julian Oscillation (MJO; e.g., Madden and Julian 1994; 

Zhang 2005) and predicting it using statistical and dynamical methods (Jones et al. 

2000; Lo and Hendon 2000; Wheeler and Weickmann 2001; Jones et al. 2004; Seo et al. 

2005; Waliser 2006; Vitart et al. 2007; Jiang et al. 2008). The MJO has been shown to 

impact a wide variety of climate phenomena across different spatial and temporal 

scales. Some examples include the onset and break of the Indian and Australian 

summer monsoons (e.g. Yasunari 1979; Wheeler and McBride 2005), the formation of 

tropical cyclones (e.g. Liebmann et al. 1994; Maloney and Hartmann 2000a; Maloney 

and Hartmann 2000b; Bessafi and Wheeler 2006) and onset of some El Nino events 

(e.g. Takayabu et al. 1999; Bergman et al. 2001; Kessler 2001). Hence, it is not possible 

to fully comprehend the above climate system components without knowledge of 

the MJO and its interactions with them (Lau and Waliser, 2005). Moreover, in a 

practical sense, accurate simulations and skillful predictions of the above 

phenomena may be difficult without the realistic representation of the MJO. 

Numerous multi-model MJO intercomparison studies have been published over 

the past decade or so (Slingo et al. 1996; Waliser et al. 2003; Lin et al. 2006; Zhang 

2006; Sperber and Annamalai 2008). The most significant message from the above 

studies is that GCMs continue to struggle to represent the MJO. Slingo et al. (1996) 

examined tropical intraseasonal variability using atmospheric GCM simulations 

forced by observed monthly mean sea-surface temperature (SST). They showed that 

the Atmospheric Model Intercomparison Project (AMIP) models were not able to 

simulate the observed 30-70 day spectral peak of the planetary scale (zonal 
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wavenumber 1) equatorial 200hPa velocity potential. Lin et al. (2006) analyzed MJO 

variability in 14 Coupled Model Intercomparison Project-3 (CMIP3) models that 

were a part of the Intergovernmental Panel for Climate Change (IPCC) assessment 

report 4 (AR4), and showed that only 2 models had MJO variance comparable to 

observations but with many other MJO features lacking realism. Regarding boreal 

summer intraseasonal variability, Waliser et al. (2003) analyzed AGCM simulations 

gathered by the International Climate Variability and Predictability (CLIVAR) 

monsoon panel. In their results, models did not realistically simulate eastward and 

northward propagation of precipitation seen in the observations. Recently, Sperber 

and Annamalai (2008) noted improvement in representing these aspects of the boreal 

summer intraseasonal variability in the CMIP3 models, especially the equatorial 

eastward propagation. However, much work remains to improve the MJO in climate 

models. 

The afore-mentioned multi-model studies attempted to provide insight into 

what is important for MJO simulation by comparing the different physical 

parameterizations employed by models of differing MJO skill, though conflicting 

results arose. For example, Slingo et al. (1996) found that convection schemes closed 

on buoyancy tended to have stronger MJO variability, while Lin et al. (2006) 

suggested that models with moisture convergence closure had better MJO variability. 

This contradictory finding suggests that the ability of a GCM to simulate the MJO 

does not depend uniquely on its convective parameterization. Rather, it depends 

upon the complex interactions of convection with other physical processes in the 

model. 

Even so, past studies have provided insight into the types of atmosphere model 

changes that lead to improved MJO simulations. These include (1) employing 

inhibition mechanisms associated with cumulus convection (Tokioka et al. 1988; 
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Wang and Schlesinger 1999; Lee et al. 2001; Maloney and Hartmann 2001; Maloney 

2002; Lee et al. 2003; Zhang and Mu 2005a; Lin et al. 2008), (2) coupling to ocean 

models (Waliser et al. 1999; Hendon 2000; Kemball-Cook et al. 2002; Inness and 

Slingo 2003; Fu and Wang 2004; Sperber et al. 2005; Marshall et al. 2008), (3) 

improving the quality of the mean state MJO (e.g. Inness and Slingo 2003, Sperber et 

al. 2005), and (4) increasing vertical resolution (Inness et al. 2001; Jia et al. 2008). With 

regard to (1), by suppressing premature activation of deep convection, a model’s 

subseasonal variability and MJO tend to be improved. Additionally, more realistic 

MJO may arise through an improved representation of downdrafts and rain re-

evaporation (Maloney and Hartmann 2001) and modified convective closures 

(Zhang and Mu 2005a). Regarding items 2 and 3, the majority of studies find air-sea 

coupling to be beneficial for the simulation of the MJO, typically improving the 

periodicity and organization of MJO convection. However, MJO improvement due to 

air-sea interaction is predicated upon representing the proper phasing of surface flux 

exchanges and retaining a realistic mean state. In particular, simulating a realistic 

near-surface basic state westerly flow in the Indian and west Pacific Oceans appears 

important generating a realistic. Vertical resolution, item 4, has been shown to be 

important for MJO simulation as it improves the representation of the tri-modal 

distribution of clouds that is seen in observations (Johnson et al. 1999). 

Since no uniform set of diagnostics has been used for assessing the quality of 

MJO simulations, it is tough to objectively determine the degree of improvement the 

modeling community has attained in simulating the MJO. With this in mind, US 

CLIVAR established the Madden-Julian Oscillation Working Group (MJOWG). A 

major goal of the MJOWG has been the development of a standardized set of 

diagnostics to evaluate MJO simulation in climate models (CLIVAR MJOWG 2008, 

http://www.usclivar.org/mjo.php). The MJOWG is encouraging the modeling 



 

 8 

community to apply this hierarchy of diagnostics to their simulations to allow for a 

systematic comparison with other models. This paper is the first attempt to apply 

these diagnostics to climate model simulations. It is hoped that the current study will 

be the baseline for future intercomparison studies, and that this evaluation will be 

helpful in providing a more robust understanding of the MJO to aid future model 

development. 

The models to which the diagnostics are applied are introduced in Section 2. In 

Section 3, the mean state, variance maps, and wavenumber-frequency spectra are 

examined. In Section 4, the combined EOF method of Wheeler and Hendon (2004) is 

used to investigate each model’s own MJO and its life-cycle. The possible reasons for 

the diversity of simulations and deficiencies in each model’s MJO simulation are 

discussed in Section 5, and Section 6 contains the summary and conclusions. 

 

2. Model Simulations and Validation Data 

a) Participating Models 

The three coupled and five uncoupled GCM simulations used in this study were 

provided by MJOWG members and other interested parties. Basic aspects of the 

model configurations are given in Table 1, with more detailed descriptions available 

on the website: http://climate.snu.ac.kr/mjo_diagnostics/index.htm The models 

have various horizontal (from 2.8 to 1 degree) and vertical (from 19 to 72 levels) 

resolutions in their atmospheric components. Seven of the models are conventional 

GCMs in which convection and clouds are parameterized, while one model, 

superparameterized CAM (SPCAM), utilizes embedded 2-dimensional cloud 

resolving models for these processes (Khairoutdinov et al. 2005). The conventional 

GCMs all use mass flux type convection schemes in which the clouds are 

represented by single or multiple updrafts and downdrafts with the assumption of 
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steady-state clouds. These schemes have closures based on the release of convective 

available potential energy (CAPE, or cloud work function) when the parcel near 

cloud base is lifted to cloud top level. Typically, this method is based on “quasi-

equilibrium” theory (Arakawa and Schubert 1974). In the theory, convection (sub-

grid scale) quickly responds to large-scale (grid scale) forcing, with the release of 

CAPE (or cloud work function) triggered at a specified critical value. Two types of 

convective trigger functions are implemented in the models analyzed herein. The 

Tokioka modification (Tokioka et al. 1988), which suppresses convective plumes with 

entrainment rates less than a threshold that varies inversely with planetary 

boundary layer (PBL) depth, is implemented in CM2.1, GEOS5, and SNU. The 

constant alpha in Eq. (3) of Tokioka et al. (1988), which determines the strength of 

triggering, is largest in SNU (0.1) compared to that of CM2.1 (0.025) and GEOS5 

(0.05). CAM3z and GEOS5 use a critical relative humidity (RH) value (Wang and 

Schlesinger 1999) at the parcel lifting level (CAM3z, 80%) and lifting condensation 

level (GEOS5, 30%), respectively. CAM3z uses a modified closure compared to 

standard CAM (Zhang and Mu 2005b), called free tropospheric quasi-equilibrium in 

which convection removes CAPE generated by free tropospheric processes. CAM3.5 

uses a modified calculation of CAPE whereby the reference parcel calculation is 

allowed to entrain (Neale et al. 2008). 

 

b) Observation Data  

We validate the simulations against the Advanced Very High Resolution 

Radiometer outgoing longwave radiation (OLR, Liebmann and Smith 1996) which is 

a proxy of convective activity. We use rainfall from the Climate Prediction Center 

Merged Analysis of Precipitation (CMAP, Xie and Arkin 1997) and the Global 

Precipitation Climatology Project (GPCP, Huffman et al. 2001). For monthly total and 
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stratiform rainfall amounts we use the 3A25 product from the Tropical Rainfall 

Measuring Mission (TRMM, Kummerow et al. 2000). The upper (200hPa) and lower 

(850hPa) tropospheric zonal winds are from NCEP/NCAR reanalysis data (Kalnay 

et al. 1996). The structures of specific humidity, surface latent heat flux, and 925hPa 

moisture convergence based on European Centre for Medium-range Weather 

Forecasts (ECMWF) 40-Year reanalysis (ERA40, Uppala et al. 2005) are included in 

our analysis, since Tian et al. (2006) has indicated possible shortcomings in the MJO-

relevant specific humidity fields from the NCEP/NCAR reanalysis. For the surface 

latent heat flux we also use the objectively analyzed air-sea fluxes (OAFlux) from Yu 

and Weller (2007). 

A wider variety of data sources have been employed to assess observational 

uncertainty, though their presentation is beyond the scope of this paper. These 

additional diagnostics, which support the conclusions of this paper, are available via 

the MJO Working Group website: http://www.usclivar.org/mjo.php or more 

directly from the model analysis website 

http://climate.snu.ac.kr/mjo_diagnostics/index.htm 

 

3. Diagnostic Strategy and Basic Diagnostics 

a) Diagnostic Strategy 

The MJOWG has assembled two levels of MJO diagnostics of increasing 

complexity, plus the evaluation of mean state variables that have been implicated as 

being directly related to MJO simulation skill (CLIVAR MJOWG 2008). Although 

the MJOWG developed diagnostics for both boreal summer and winter, for the sake 

of brevity, we will concentrate only on the boreal winter season (November to 

April). However, diagnostics of boreal summer intraseasonal variability (May to 

October) are also presented and discussed in CLIVAR MJOWG (2008) and 
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illustrated on the simulation diagnostics website. As a crucial starting point, the 

mean state of relevant variables, some of which have been discussed in section 1, 

are first validated. Level 1 diagnostics assess the dominant spatial and temporal 

scales, as well as propagation direction of precipitation and 850hPa zonal wind. 

Because these diagnostics only provide a general evaluation in terms of mean state 

and broad-band intraseasonal variability, level 2 diagnostics are employed to extract 

and evaluate the MJO using multivariate EOF analysis. Defining MJO phases from 

the leading PCs, the temporal persistence of model MJO amplitude as a function of 

subphase is compared with observations. Finally, MJO life cycle composites of 

moist variables are derived to gauge the realism of each model’s simulated fields, 

but also gain insight into the mechanism by which the MJO is maintained. 

 

b) Mean State 

Figure 1 shows the mean state of the 850hPa zonal wind and precipitation. 

Though some pronounced mean state biases exist, both models and observations 

suggest that high mean precipitation (>11 mm day-1) in the west Pacific is associated 

with the eastward extension of the westerly zonal wind into that basin. Over the 

tropical western Pacific Ocean the mean state of the 850hPa zonal wind has been 

shown to be indicative of the ability of a model to represent MJO convection over 

this region (e.g. Inness et al. 2003; Sperber et al. 2005). Of the models analyzed herein, 

only CFS does not bear out this relationship, though in this model the strongest MJO 

convective signal is incorrectly located over the Eastern Hemisphere.  

The results from the mean state diagnostics are summarized in Fig. 2. The 

scatter diagrams of pattern correlation vs. normalized root mean square error 

(NRMSE) over the west Pacific and Indian Oceans are used as metrics to assess mean 

state skill. Higher pattern correlations and lower NRMSE are desirable. There is no 
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model which is the best for all the variables. For example, while ECHAM4/OPYC, 

which uses annual mean flux adjustment of heat and moisture, shows superior skill 

in simulating low level wind (Fig. 2b), it is in the middle of the populations for OLR 

(Fig. 2b) and upper level wind (Fig. 2d).  

 

c) 20-100 Day Filtered Variance 

To see how the magnitude and geographical distribution of sub-seasonal 

variability are simulated, we show maps of the 20-100 day filtered variance of U850 

and precipitation (Fig. 3). In observations (Fig. 3a), the U850 and precipitation 

variance maxima are located in eastern Indian Ocean, western Pacific and south of 

Maritime Continent region. The intraseasonal variability of both U850 and 

precipitation is weak over the Maritime Continent. These attributes are most 

realistically represented in CAM3z, ECHAM4/OPYC, SNU, and SPCAM (Figs. 3c, 3f, 

3h, and 3i). CAM3z and SPCAM configurations demonstrate an improved 

intraseasonal variance pattern compared to the current standard version of the 

model, CAM3.5 (Fig. 3b), although they have variance much higher than observed. 

Earlier versions of the CAM model also exhibited difficulty in simulating 

intraseasonal variations (Sperber 2004) and other modifications of the convection 

scheme in CAM have led to improved intraseasonal behavior (Maloney and 

Hartmann 2001; Liu et al. 2005; Zhang and Mu 2005a). Both the GEOS-5 and CAM3.5 

have weaker than observed precipitation variance. 

As noted in Figs. 2e and 2f, comparison of Figs. 1 and 3 indicates the observed 

pattern correlation between the mean state and intraseasonal variance is generally 

higher for precipitation (0.78) than U850 (0.37). In comparison, averaged values over 

the simulations are 0.79 (precipitation) and 0.29 (U850), suggesting that models can 

reproduce this behavior. Additionally, there is a correspondence between the 
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strength of simulated South Pacific Convergence Zone (SPCZ) and the strength of 

sub-seasonal variability. For CAM3z, CM2.1, ECHAM4/OPYC, SNU, and SPCAM, 

the SPCZ rainfall is larger than observed, and these models all have stronger than 

observed sub-seasonal variance. This result is consistent with the model results of 

Slingo et al. (1996), with the SPCZ signal possibly being related to Rossby wave 

propagation induced by MJO convection (Matthews et al. 1996). 

 

d) Wavenumber-Frequency Spectra 

In Fig. 4 we use equatorial wavenumber-frequency plots (Hayashi 1979) of 

precipitation and U850 to isolate the characteristic spatial and temporal scales on 

which variability is organized. Consistent with the results of previous studies 

(Weickmann et al. 1985; Kiladis and Weickmann 1992; Zhang et al. 2006), the 

dominant spatial scale of precipitation in observations is zonal wavenumbers 1 to 3 

and for U850 it is zonal wavenumber 1 for periods of 30-80 days (Fig. 4a). These 

scales distinguish the MJO from other convectively coupled equatorial waves 

(Wheeler and Kiladis 1999). 

For U850, ECHAM4/OPYC produces a spectrum similar to observation (Fig. 4f), 

whereas CFS and SPCAM overestimate the power for periods of 30 to 80 days (Figs. 

4d and 4i). For CAM3.5 and CM2.1, the eastward propagating power tends to be 

concentrated at low-frequencies (period > 80 days; Figs. 4b and 4e). Compared to 

U850, most models are less successful at representing the 30-80 spectral peak for 

precipitation models (CAM3.5, CFS, CM2.1, ECHAM4/OPYC, GEOS5, and SNU). 

Consistent with Zhang et al. (2006), these results suggest a lack of coherence between 

the simulation of intraseasonal precipitation and U850. 

An important metric derived from the wavenumber-frequency spectra is the 

east-west ratio of MJO spectral power shown in Fig. 5. In observations the east-west 
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power ratio is ~3-4 for precipitation and U850. For U850 three (five) of the models 

have larger (smaller) ratios compared to observation. Our precipitation power ratios 

are consistent with Lin et al. (2006), who showed that most of the Coupled Model 

Intercomparison Project-3 (CMIP3) models have a smaller east/west ratio than 

observed (their Fig. 10).  

 

4. MJO Modal Analysis 

In previous studies, the MJO has been isolated using empirical orthogonal 

function (EOF) analysis using different variables, such as velocity potential (e.g. Lau 

and Lau 1986; Knutson and Weickmann 1987), relative vorticity (e.g. Annamalai et al. 

1999), winds (e.g. Gutzler and Madden 1989; Maloney and Hartmann 1998; Sperber 

et al. 2000), and OLR (e.g. Hendon and Glick 1997; Sperber 2003; Sperber et al. 2005). 

As such, direct comparison of MJO quality in models based on the use of different 

variables for isolating the MJO is not possible. 

We use the CLIVAR MJOWG (2008) Level 2 multivariate combined EOF (CEOF) 

technique developed by Wheeler and Hendon (2004, hereafter WH04) in which OLR, 

U850, and U200 are used to extract the MJO modes. This multivariate approach 

isolates the convective and baroclinic zonal wind signature of the MJO. The study of 

WH04 used unfiltered input data to the CEOF analysis to develop a real-time MJO 

diagnostic for their experimental MJO forecast system, whereas we use 20-100 day 

bandpass filtered data to facilitate isolating the MJO modes. We specifically focus on 

the evaluation of 1) significant separation of the leading CEOFs from the higher 

modes, 2) the similarity of the model eigen vector pairs with observed patterns, 3) 

determination of the dominant time scale of the MJO PCs, and 4) the mean coherence 

squared between the leading PC’s at the MJO time scale (30~80 days).  
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a) MJO Mode from CEOF Analysis 

The first two CEOF eigen vectors are shown in Fig. 6. In observations (Fig. 6a), 

the leading CEOF’s explain more than 43% of the filtered variance. These MJO 

modes capture the enhanced convective activity over the Maritime continent (Fig. 6a, 

upper) and the Indian ocean/west Pacific (Fig. 6a, lower), and together they 

constitute the eastward propagating MJO. As seen in these figures, the upper and 

lower troposphere zonal winds are out of phase with one another, thus 

demonstrating the baroclinic structure of the MJO. Additionally, there is a signal 

displacement of the zonal wind maxima relative to the convection signal with low-

level easterlies (westerlies) tending to lead (trail) the convective maximum. 

The match between the simulated and observed modes is objectively 

determined by examining pattern correlations between observed and simulated 

eigen vectors (Fig. 6). The pattern correlations range from 0.64 (CAM3z, upper 

mode) to ≥0.8 for CAM3.5, CFS, CM2.1, ECHAM4/OPYC, and SPCAM, suggesting 

good agreement with observations in representing the MJO spatial patterns, 

especially for the latter models. Except for CM2.1, the two leading modes are 

statistically distinguishable from the higher order modes, as in observations, though 

the percent variance explained by the models is smaller than observed. The phase 

difference (not shown) between the PC’s is nearly 90 degrees, which means the 

upper panel leads lower panel by 1/4 cycle for observations and all models. For the 

models, the baroclinic zonal wind signature is better represented than the convective 

pattern. For example, the CFS has maximum convective amplitude with CEOF1 in 

the Western Hemisphere, whereas in observations the maximum amplitude is in the 

Eastern Hemisphere. 

To assess if the extracted MJO modes are physically meaningful and distinct 

from a rednoise process we calculate power spectra of unfiltered PC’s. The unfiltered 
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PC’s are obtained by projecting the leading CEOF’s in Fig. 6 onto unfiltered data 

(with only the seasonal cycle removed). If the power spectra of the unfiltered PC’s, 

shown in Fig. 7, yield a statistically significant peak at MJO time scales, then we have 

increased confidence that the extracted MJO modes are real. In observations (Fig 7a), 

statistically significant spectral power at the 99% confidence level relative to a 

rednoise process is concentrated at periods of 30 to 80 days. CFS, ECHAM4/OPYC, 

and SPCAM (Figs. 7d, 7f, and 7i) best represent the observed time scale, although the 

power is model dependent. This analysis clearly highlights the benefit to using a 

multiple diagnostic technique to analyze an MJO simulation. While the CFS here 

appears to produce an observed PC spectrum superior to some other models, the 

diagnosed spatial structure of the leading CEOFs indicates that its MJO has 

significant biases relative to observations. Of the remaining models, CAM3.5, 

CAM3z, and SNU (Figs. 7b, 7c, and 7h) having the largest variance at periods less 

than 30 days, while CM2.1 (Fig. 7e) is dominated by excessive power at low 

frequencies. 

 

b) MJO Life Cycle Evolution 

Plotting PC-1 vs. PC-2 we evaluate the phase-space evolution of the MJO life-

cycle. For each of 8 subphases we composite 40 day segments that start from that 

subphase which have an initial MJO amplitude (PC12+PC22)1/2) larger than 1.5. In 

observations, Fig. 8a, the amplitude decays as the MJO life-cycle evolves, finally 

crossing the unit variance circle into the realm that we refer to as a “Weak MJO.” As 

shown in Table 2, the average e-folding decay time over all initial subphases is ~31 

days for observations, with all models having a faster decay time scale (~20-29 days). 

The shape of the phase-space spiral is dependent upon two factors; (1) the ability of 

the model to evolve an MJO, and (2) the preferred period of the MJO. For example, 
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CAM3.5 and CM2.1 have nearly identical decay times, but the CM2.1 phase-space 

plot (Fig. 8e) displays a more open spiral compared to that of CAM3.5 (Fig. 8b). This 

arises because the preferred MJO time scale in CM2.1 is about 80 days (Fig. 7e), while 

that of CAM3.5 is about 25 days (Fig. 7b). Thus, CM2.1 evolves through fewer MJO 

life-cycle subphases compared to CAM3.5, as the MJO amplitude of both decays on 

nearly the same time scale.  

 

c) MJO Life Cycle Composite 

MJO life cycle composites are constructed by averaging band pass filtered 

anomalies across all days that fall within a given phase when the MJO amplitude is 

greater or equal to 1. We evaluate OLR, surface latent heat flux, 925hPa moisture 

convergence, and the vertical specific humidity profile at three different longitudes. 

Figure 9 shows phase-longitude diagrams of OLR and surface latent heat flux 

anomalies. Observations show two convective maxima (Fig. 9a), one over the eastern 

Indian Ocean and the other over the west Pacific Ocean with weakened convection 

over the Maritime Continent. The strong convective signal is preceded by a negative 

evaporation anomaly while positive evaporation anomalies follow the enhanced 

convection. Models generally capture this relationship although the amplitude of the 

evaporation anomaly associated with convection is especially weak in CAM3.5 and 

GEOS5 (Figs. 9b and 9g) in which the convective anomalies exhibit little or no 

eastward propagation. Contrary to observations, the CFS model (Fig. 9d) has its 

largest latent heat flux signal over the eastern Pacific Ocean, and largest OLR 

amplitude in the Atlantic. 

Frictional wave-CISK has been hypothesized as a mechanism of maintaining the 

MJO in many theoretical (Wang 1988; Salby et al. 1994), observational (Salby et al. 

1994; Salby and Hendon 1994; Maloney and Hartmann 1998; Sperber 2003) and 
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modeling (Lee et al. 2003; Sperber et al. 2005) studies. This theory requires frictional 

moisture convergence within the planetary boundary layer east of the deep 

convection. In Fig. 10, we plot a longitude-phase diagram of OLR and 925hPa 

moisture convergence anomalies for observations and models. Due to quality 

concerns of the NCEP reanalysis moisture field (Tian et al. 2006), the result from 

ERA40 is also plotted (Fig. 10f). Over the eastern hemisphere the MJO 925hPa 

moisture convergence anomalies from NCEP are weaker than those from ERA40, 

with NCEP anomalies extending further east into the central and eastern Pacific 

(Figs. 10a and 10f). All simulations show low-level moisture convergence leading the 

enhanced MJO convection. CAM3.5, CAM3z, SNU, and SPCAM (Figs. 10b, 10c, 10i, 

and 10j) exhibit the extension of the moisture convergence anomalies into the central 

and eastern Pacific, akin to NCEP/NCAR reanalysis. Conversely, CFS, CM2.1, and 

ECHAM4/OPYC (Figs. 10d, 10e, and 10g), are most similar to ERA40, with the 

moisture convergence signal mostly confined to the warm pool region (40oE-160oE). 

The equatorial vertical structure of the MJO has been examined in a number of 

studies (Rui and Wang 1990; Myers and Waliser; 2003; Sperber 2003; Kiladis et al. 

2005; and Tian et al. 2006). Figure 11 presents MJO life cycle composites of the 

vertical structure of ERA-40 specific humidity at three different longitudes, the 

Indian Ocean (80oE, left), west (130oE, middle) and east Pacific Ocean (140oW, right). 

In observations, Figs. 11a and 11f, the low-level moistening precedes enhanced 

convection over the warm pool longitudes (80oE and 130oE). The slope of the vertical 

tilt depends on the longitude, consistent with the findings of Sperber (2003) and 

Kiladis et al. (2005). In the warm pool longitudes, the peak level for the specific 

humidity anomaly occurs at about 600hPa when the convection is strongest. As in 

observations, the vertical structure of moisture associated with the MJO depends on 

the geographical location in all models. However, the models do exhibit some 
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significant differences from observations. For example, in CAM3.5 the mid- to 

upper-tropospheric moisture anomalies are apparent, but only a weak signal exists 

in lower troposphere, especially in the warm pool region (Figs. 11a and 11b). CFS, 

ECHAM4/OPYC, and SPCAM give the most realistic simulations of moisture 

anomalies associated with the MJO (Figs. 11d, 11g, and 11j). 

 

5. Discussion  

The MJOWG diagnostics presented in Sections 3 and 4 assess the ability of the 

models to represent the MJO. While these diagnostics point to shortcomings in the 

ability of models to simulate the MJO, they do not directly indicate which physical 

processes are most important and/or responsible for the quality of the MJO. This 

issue was a topic of considerable discussion at a recent CLIVAR-sponsored MJO 

workshop (Sperber and Waliser, 2008), with the recommendation that in addition to 

the diagnostics established to date, more process-oriented diagnostics should be 

explored and developed in the future. In this section, we make an initial attempt 

towards this objective. 

If we consider the coherence-squared of PC-1 vs. PC-2 in the intraseasonal band 

as a metric of MJO simulation skill (Fig. 6), we can relate it to basic aspects of model 

performance, in this case the quality of the time-mean state of key variables (Fig. 12). 

Only for precipitation is there a 5% significant direct relationship between MJO skill 

and the time-mean state. This suggests two possibilities; (1) one must have good 

mean state background of precipitation in order to have the potential to represent the 

MJO, or (2) representing a reasonable spectrum of precipitation variability (including 

the MJO) is the proper way to attain a realistic mean state (e.g., Waliser et al. 2003). 

Irrespective of which possibility is correct, further investigation of precipitation and 

moist processes is warranted, since these may have a bearing on the ability to 
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represent the MJO. 

In order to gain some insight on precipitation and moist processes, in Fig. 13 we 

plot the vertical profile of relative humidity (RH) versus precipitation intensity. This 

diagnostic has previously proven useful for gaining insight into the superior ability 

of SPCAM to simulate the MJO relative to CAM3.0 (Thayer-Calder 2008, Thayer-

Calder and Randall 2009). In the observations (GPCP precipitation and ERA-40 RH, 

Fig. 13a), RH in the troposphere gradually increases with increasing precipitation, 

and it becomes nearly constant throughout the troposphere when the rainfall 

amount is larger than about 70 mm/day. This implies that heavy rainfall is inhibited 

until the column is sufficiently moistened. In the models the column is too dry in 

models when precipitation is weak. In observations RH of 95% are rarely obtained 

(Fig. 13a), while the models produce excessive RH near the tropopause when the 

precipitation rate is larger. This error extends to the middle-lower troposphere in all 

models except ECHAM4/OPYC (Fig. 13e). Since this model also has one of the better 

representations of the MJO, our result lends support to tropospheric moisture control 

on precipitation events as an important process in the simulating the MJO.  

To correctly represent the life-cycle of precipitation processes, another important 

consideration is the adequate representation of stratiform rainfall. Using recently 

released precipitation and latent heat estimates from TRMM, Morita et al. (2006) and 

Benedict and Randall (2007) showed that shallow and congestus cumulus prevail in 

the early stages of MJO related convective activity, while deep cumulonimbus and 

stratiform clouds dominate during the peak and decaying stages. Lin et al. (2004) 

showed the important role of stratiform rainfall in producing a top-heavy vertical 

heating structure associated with the observed MJO, and Dai (2006) showed that 

many GCMs suffer from the lack of stratiform rainfall compared to observation. In 

observations about 40% of total precipitation in tropics is in the form of stratiform 
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rainfall (Schumacher and Houze 2003). The annual mean stratiform rainfall fraction, 

presented in Fig. 14a based on the TRMM 3A25 product, has a lower stratiform rain 

fraction compared to the analysis of Schumacher and Houze (2003) who used the 

TRMM 2A23 product. Nevertheless, CAM3.5 and CAM3z (Figs. 14b and 14c) still 

have a smaller fraction of stratiform rainfall compared to TRMM 3A25 product. 

ECHAM4/OPYC (Fig. 14d) is most similar to observations in terms of pattern and 

fraction over near equatorial Indian Ocean and western Pacific, key areas of MJO 

convective propagation, but elsewhere the fraction is overestimated. SNU also 

produces similar stratiform rain fractions compared to observations. However, when 

its trigger function is turned off, SNU has a reduced stratiform rainfall ratio (Fig. 14f), 

and the troposphere is too dry (Fig. 13g). The subseasonal variability and the MJO 

are better simulated by the SNU model with the convective trigger implemented 

(Lin et al. 2008). 

For ECHAM4/OPYC model, the results in Figs. 13 and 14 indicate that a model 

with a good MJO also exhibits a realistic representation of precipitation rate vs. 

relative humidity, and the partitioning of stratiform vs. convective rainfall. The other 

models, which have poorer MJO’s, exhibit less consistency in their ability to 

represent these experimental diagnostics. Regarding the MJO, these may not be 

cause and effect relationships, but such a multivariate validation approach is at least 

useful to suggest where inconsistencies arise with respect to the model physics and 

observations. 

 

6. Summary and Conclusions 

 Standardized MJO diagnostics, developed by the CLIVAR MJOWG (CLIVAR 

MJOWG 2008; http://climate.snu.ac.kr/mjo_diagnostics/index.htm), have been 

applied to eight climate model simulations. Mean state, variance maps, and 
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wavenumber-frequency diagrams are used to evaluate each model’s sub-seasonal 

variability of U850 and precipitation, and their relationship to the model climatology. 

Generally the MJO signal in the large-scale circulation (U850) is better represented 

than in convection (precipitation). The subseasonal variability of precipitation and 

U850 is stronger than observed in the majority of GCMs (Fig. 3). Each model’s MJO 

is extracted using 200 hPa and 850 hPa zonal wind and OLR in the combined EOF 

method of WH04. All models produce a leading pair of CEOFs that represent 

eastward propagating zonal wind variability resembling observations, although 

OLR structures associated with these CEOFs differ significantly from observations in 

some models. The leading CEOFs uniformly explain less of the variance in the 

models than observations. Often, the dominant timescale of the model MJO modes is 

outside of the 30-80 day band. The persistence of strong MJO events is shorter in 

models than observations. Consistent with the observations as analyzed by WH04, 

the multivariate CEOF method is better than univariate EOF analysis in capturing 

MJO-like phenomena in climate simulations based on using the coherence-squared 

of PC-1 vs. PC-2 in the intraseasonal band as a metric of MJO performance (not 

shown). 

Based on community recommendations at a recent MJO workshop (Sperber and 

Waliser, 2008), a number of additional process-oriented diagnostics are considered. 

Negative surface latent heat flux anomalies to the east of the convective anomalies 

are seen in most of the models with strong MJO signals. Positive moisture 

convergence anomalies within the PBL (925hPa) preceding enhanced convection 

appear in most of the simulations, supporting the frictional wave-CISK mechanism 

(Wang 1988; Salby et al. 1994). However, most of the GCMs show errors in the 

vertical structure of moisture anomalies as a function of MJO phase. Many models 

do not show the low-level preconditioning of the troposphere that precedes 
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observed convective events. This inability of model moist physics to correctly 

represent the sensitivity of precipitation to the vertical structure of tropospheric 

relative humidity cites the need for improved convective parameterizations. Finally, 

another diagnostic measure of a GCM’s treatment of convection, the ratio of 

stratiform rainfall to total precipitation is quite varied among the models used here, 

and their similarity to observations is typically poor.  

SPCAM and ECHAM4/OPYC show relatively better skill in representing the 

MJO than the other models. The results indicate that a good MJO simulation is 

possible through the use of conventional parameterization and by explicitly 

resolving clouds at each grid point (cf. Miura et al. 2008; Sperber et al. 2008). 

ECHAM4/OPYC has a quite good mean state of precipitation and low level wind, 

noting that annual mean flux adjustment of heat and fresh water were applied to the 

simulation, which may contribute to the realistic intraseasonal variability in this 

model (Sperber et al. 2005). Interestingly, diabatic heating (rainfall) is a more difficult 

variable to simulate than the large scale circulation field (U850). Because these 

variables are closely linked, comparable skill would have been expected. To resolve 

this paradox, and to gain further insight into the process/interactions that are 

required to enable simulation of the MJO it will be necessary to archive vertical 

profiles of the diabatic heating components at a frequent enough sampling (or 

averaging) rate (e.g., at least 1/day) to gain new insight into the convective 

interactions necessary for MJO simulation. The approach calls for the use of a 

hierarchy of models (parameterized through cloud-resolving models) along with 

suitable observations, so that improved parameterizations of convective processes in 

climate models can be realized. A more realistic representation of the spectrum of 

variability in climate models will provide a better estimate of how climate extremes 

will change due to anthropogenic climate change. 
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Table 1. Descriptions of participating models 

 
 

Model 
 

Horizontal 
Resolution 

 
Vertical 

Resolution 
(top level) 

 
Cumulus 

parameterization 

 
Integration 

 
Reference 

CAM3.5 
- NCAR 1.9

o
 lat x 2.5

o
 

lon 
26 

(2.2hPa) 

Mass flux 
(Zhang and McFarlane 

1995, with entrainment-
based closure ) 

20 years 
01JAN1986-
31DEC2005 

Neale et al. 
(2008) 

CAM3z 
- SIO T42(2.8

º
) 

26 
(2.2hPa) 

Mass flux 
(Zhang and McFarlane 

1995, with free 
tropospheric quasi-

equilibrium closure ) 

15 years 
29JAN1980-
23JUL1995 

Zhang and Mu 
(2005b) 

CFS 
- NCEP T62(1.8

º
) 

64 
(0.2hPa) 

Mass flux 
(Hong and Pan 1998) 20 years Wang et al. 

(2005) 

CM2.1 
- GFDL 

2
o 
lat x 

2.5
o 
lon 

24 
(4.5hPa) 

Mass flux 
(RAS; Moorthi and Suarez 

1992) 
20 years Delworth et al. 

(2006) 

ECHAM4 
/OPYC* 

- MPI T42(2.8
º
) 

19 
(10hPa) 

Mass flux 
(Tiedtke 1989, adjustment 

closure Nordeng 1994) 
20 years 

Roeckner et al. 
(1996), 

Sperber et al. 
(2005) 

GEOS5 
- NASA 1

o 
lat x 1.25

º 

lon 
72 

(0.01hPa) 
Mass flux 

(RAS; Moorthi and Suarez 
1992) 

12 years 
01DEC1993-
30NOV2005 

To be 
documented 

SNU 
- SNU T42(2.8

º
) 

20 
(10hPa) 

Mass flux 
(Numaguti et al. 1995) 

20 years 
01JAN1986-
31DEC2005 

Lee et al. (2003) 

SPCAM 
- CSU T42(2.8

º
) 

26 
(3.5hPa) 

Superparameterization 
(Khairoutdinov and 

Randall 2003) 

19 years 
01OCT1985-
25SEP2005 

Khairoutdinov 
et al. (2005) 
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Table 2. Average of e-folding time scale over all initial phases 

 
Observation/Models e-folding day 

Observation 31.2 
CAM3.5 20.5 
CAM3z 21.5 

CFS 24.9 
CM2.1 20.7 

ECHAM4/OPYC 28.9 
GEOS 20.7 
SNU 22.8 

SPCAM 24.5 
Model average 23.0 
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Figure Captions 

 

Figure 1. November-April mean precipitation (shaded) and 850hPa zonal wind 

(contoured) of a) CMAP/NCEP/NCAR, b) CAM3.5, c) CAM3z, d) CFS, e) CM2.1, f) 

ECHAM4/OPYC, g) GEOS5, h) SNU, and i) SPCAM. Contours of mean 850hPa 

zonal wind are plotted every 3 ms-1, with the zero line represented by a thick solid 

line. The unit is mmday-1 for precipitation and ms-1 for 850hPa zonal wind. 

 

Figure 2. Scatter plot of pattern correlation and normalized RMSE for November-

April mean a) precipitation b) 850hPa zonal wind, d) outgoing longwave radiation, 

e) 200hPa zonal wind, and for 20-100 day filtered variance map of c) precipitation 

and f) 850hPa zonal wind. The region for pattern correlation and normalized RMSE 

is 40oE-220oE, 25oS-15oN. RMSE is normalized by standard deviation of the observed 

value. 

 

Figure 3. As in Figure 1, except for variance of 20-100 day band pass filtered 

precipitation and 850hPa zonal wind. Contours of 850hPa zonal wind variance are 

plotted every 3 m2 s-2, with the 9 m2 s-2 line represented by the thick solid line. The 

unit is mm2 day-2 for precipitation and m2 s-2 for zonal wind. 
 

Figure 4. November-April wavenumber-frequency spectra of 10oN-10oS averaged 

precipitation (shaded) and 850hPa zonal wind (contoured). a) CMAP/NCEP/NCAR, 

b) CAM3.5, c) CAM3z, d) CFS, e) CM2.1, f) ECHAM4/OPYC, g) GEOS5, h) SNU, 

and i) SPCAM. Individual November-April spectra were calculated for each year, 

and then averaged over all years of data. Only the climatological seasonal cycle and 
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time mean for each November-April segment were removed before calculation of the 

spectra. Units for the precipitation (zonal wind) spectrum are mm2 day-2 (m2 s-2) per 

frequency interval per wavenumber interval. The bandwidth is (180 d)-1. 

 

Figure 5. Scatter plot of east/west ratio of power based on the data in Fig. 4. The 

east/west ratio is calculated by dividing the sum of eastward propagating power by 

westward propagating counterpart within wavenumber 1-3 (1-2 for zonal wind), 

period 30-80 days. 

 

Figure 6. First two CEOF modes of 20-100 day 15oS-15oN averaged 850hPa and 

200hPa zonal wind and OLR. a) NCEP/NCAR and AVHRR, b) CAM3.5, c) CAM3z, 

d) CFS, e) CM2.1, f) ECHAM4/OPYC, g) GEOS5, h) SNU, and i) SPCAM. The total 

variance explained by each mode is shown in the lower-left of each panel. The 

coherence squared between principle components of two modes within 30-80 day 

period is given above the upper panel. Sign and location (upper or lower) of each 

mode are arbitrarily adjusted to be similar to observation. The mode which has 

largest percentage variance explained is the first mode. 

 

Figure 7. The power spectrum of the unfiltered PC derived by projecting the CEOF’s 

onto unfiltered data (seasonal cycle removed; Blue: 1st mode, Green: 2nd mode). 

Dashed lines show the 99% confidence limit for a red noise spectrum. 

 

Figure 8. PC1 and PC2 phase space composite curves of the MJO index from the 

CEOF analysis. The PC’s have each been normalized by their respective standard 

deviations. For each initial phase, strong cases are selected when the MJO amplitude 

(PC12+PC22)1/2) exceeded 1.5 . Then data for each of the next 40 days from initial day 
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are averaged over all strong cases to show the evolution of the MJO index. (Blue: 

from odd number initial phase, Green: from even number initial phase). 

 

Figure 9. Phase-longitude diagram of OLR (contour, plotted every 5 Wm-2, green-

positive/purple-negative) and surface latent heat flux (Wm-2; shaded). Phases are 

from MJO life-cycle composite and values are 5oS-5oN averaged. 

 

Figure 10. Same as Fig. 9, except for 925hPa moisture convergence. The unit of 

convergence is kg kg-1 s-1. 

 

Figure 11. Pressure-phase diagram of specific humidity anomalies (shaded) at three 

different longitudes 80oE (left), 130oE (middle) 140oW (right) averaged between 5oS-

5oN. Phases are defined as in Fig. 10. The units for specific humidity are g kg-1. OLR 

anomalies are plotted in lower panel (Wm-2).  

 

Figure 12. Scatter plot of pattern correlation and mean coherence squared for 

November-April mean a) precipitation, b) 850hPa zonal wind, c) outgoing longwave 

radiation, and d) 200hPa zonal wind. The region for the pattern correlation 

calculation is 40oE-220oE, 25oS-15oN. Mean coherence squared is calculated between 

two leading PC’s from CEOF analysis (30-80 day period). The value in the 

parentheses is the correlation between the two variables. 

 

Figure 13. Composite vertical profile of relative humidity based on precipitation rate 

a) ERA40/GPCP, b) CAM3.5, c) CAM3z, d) CM2.1, e) ECHAM4/OPYC, f) SNU, and 

g) SNU without convective inhibition function. The precipitation rate is plotted on a 
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log scale) with the relative humidity averaged for each bin shown on the x-axis. The 

data is analyzed over 40oE-220oE, 10oS-10oN. 

 

Figure 14. November-April mean stratiform rain fraction of a) TRMM 3A25 product, 

b) CAM3.5, c) CAM3z, d) ECHAM4/OPYC, e) SNU and f) SNU (no trigger). Areas 

with November-April mean rain of less than 2mm day-1 are not included. 



 

 42 

 

Figure 1. November-April mean precipitation (shaded) and 850hPa zonal wind 

(contoured) of a) CMAP/NCEP/NCAR, b) CAM3.5, c) CAM3z, d) CFS, e) CM2.1, f) 

ECHAM4/OPYC, g) GEOS5, h) SNU, and i) SPCAM. Contours of mean 850hPa 

zonal wind are plotted every 3 ms-1, with the zero line represented by a thick solid 

line. The unit is mmday-1 for precipitation and ms-1 for 850hPa zonal wind. 
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Figure 2. Scatter plot of pattern correlation and normalized RMSE for November-

April mean a) precipitation b) 850hPa zonal wind, d) outgoing longwave radiation, 

e) 200hPa zonal wind, and for 20-100 day filtered variance map of c) precipitation 

and f) 850hPa zonal wind. The region for pattern correlation and normalized RMSE 

is 40oE-220oE, 25oS-15oN. RMSE is normalized by standard deviation of the observed 

value.
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Figure 3. As in Figure 1, except for variance of 20-100 day band pass filtered 

precipitation and 850hPa zonal wind. Contours of 850hPa zonal wind variance are 

plotted every 3 m2 s-2, with the 9 m2 s-2 line represented by the thick solid line. The 

unit is mm2 day-2 for precipitation and m2 s-2 for zonal wind. 
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Figure 4. November-April wavenumber-frequency spectra of 10oN-10oS averaged 

precipitation (shaded) and 850hPa zonal wind (contoured). a) CMAP/NCEP/NCAR, 

b) CAM3.5, c) CAM3z, d) CFS, e) CM2.1, f) ECHAM4/OPYC, g) GEOS5, h) SNU, 

and i) SPCAM. Individual November-April spectra were calculated for each year, 

and then averaged over all years of data. Only the climatological seasonal cycle and 

time mean for each November-April segment were removed before calculation of the 

spectra. Units for the precipitation (zonal wind) spectrum are mm2 day-2 (m2 s-2) per 

frequency interval per wavenumber interval. The bandwidth is (180 d)-1. 
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Figure 5. Scatter plot of east/west ratio of power based on the data in Fig. 4. The 

east/west ratio is calculated by dividing the sum of eastward propagating power by 

westward propagating counterpart within wavenumber 1-3 (1-2 for zonal wind), 

period 30-80 days. 
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Figure 6. First two CEOF modes of 20-100 day 15oS-15oN averaged 850hPa and 

200hPa zonal wind and OLR. a) NCEP/NCAR and AVHRR, b) CAM3.5, c) CAM3z, 

d) CFS, e) CM2.1, f) ECHAM4/OPYC, g) GEOS5, h) SNU, and i) SPCAM. The total 

variance explained by each mode is shown in the lower-left of each panel. The 

coherence squared between principle components of two modes within 30-80 day 

period is given above the upper panel. Sign and location (upper or lower) of each 

mode are arbitrarily adjusted to be similar to observation. The mode which has 

largest percentage variance explained is the first mode. 
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Figure 7. The power spectrum of the unfiltered PC derived by projecting the CEOF’s 

onto unfiltered data (seasonal cycle removed; Blue: 1st mode, Green: 2nd mode). 

Dashed lines show the 99% confidence limit for a red noise spectrum. 
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Figure 8. PC1 and PC2 phase space composite curves of the MJO index from the 

CEOF analysis. The PC’s have each been normalized by their respective standard 

deviations. For each initial phase, strong cases are selected when the MJO amplitude 

(PC12+PC22)1/2) exceeded 1.5. Then data for each of the next 40 days from initial day 

are averaged over all strong cases to show the evolution of the MJO index. (Blue: 

from odd number initial phase, Green: from even number initial phase). 
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Figure 9. Phase-longitude diagram of OLR (contour, plotted every 5 Wm-2, green-

positive/purple-negative) and surface latent heat flux (Wm-2; shaded). Phases are 

from MJO life-cycle composite and values are 5oS-5oN averaged. 
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Figure 10. Same as Fig. 9, except for 925hPa moisture convergence. The unit of 

convergence is kg kg-1 s-1. 
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Figure 11. Pressure-phase diagram of specific humidity anomalies (shaded) at three 

different longitudes 80oE (left), 130oE (middle) 140oW (right) averaged between 5oS-

5oN. Phases are defined as in Fig. 10. The units for specific humidity are g kg-1. OLR 

anomalies are plotted in lower panel (Wm-2).  
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Figure 11. (continued) 
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Figure 12. Scatter plot of pattern correlation and mean coherence squared for 

November-April mean a) precipitation, b) 850hPa zonal wind, c) outgoing longwave 

radiation, and d) 200hPa zonal wind. The region for the pattern correlation 

calculation is 40oE-220oE, 25oS-15oN. Mean coherence squared is calculated between 

two leading PC’s from CEOF analysis (30-80 day period). The value in the 

parentheses is the correlation between the two variables. 
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Figure 13. Composite vertical profile of relative humidity based on precipitation rate 

a) ERA40/GPCP, b) CAM3.5, c) CAM3z, d) CM2.1, e) ECHAM4/OPYC, f) SNU, and 

g) SNU without convective inhibition function. The precipitation rate is plotted on a 

log scale) with the relative humidity averaged for each bin shown on the x-axis. The 

data is analyzed over 40oE-220oE, 10oS-10oN. 
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Figure 14. November-April mean stratiform rain fraction of a) TRMM 3A25 product, 

b) CAM3z, c) CAM3.5, d) ECHAM4/OPYC, e) SNU and f) SNU (no trigger). Areas 

with November-April mean rain of less than 2mm day-1 are not included. 


