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Intercomparison and Interpretation of Surface Energy Fluxes 
in Atmospheric General Circulation Models 
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We have analyzed responses of the surface energy budgets and hydrologic cycles of 19 atmospheric 
general circulation models to an imposed, globally uniform sea surface temperature perturbation of 4 
K. The responses of the simulated surface energy budgets are extremely diverse and are closely linked 
to the responses of the simulated hydrologic cycles. The response of the net surface energy flux is not 
controlled by cloud effects; instead, it is determined primarily by the response of the latent heat flux. 
The prescribed warming of the oceans leads to major increases in the atmospheric water vapor content 
and the rates of evaporation and precipitation. The increased water vapor amount drastically increases 
the downwelling infrared radiation at the Earth's surface, but the amount of the change varies 
dramatically from one model to another. 

1. INTRODUCTION 

Cess et al. [1989, 1990] presented results from a large 
fraction of the world's atmospheric general circulation mod- 
els (GCMs) illustrating their responses to prescribed changes 
in the sea surface temperature (SST) distribution. Two runs 
were made with each model: one with the SSTs reduced by 
an arbitrary and geographically uniform 2 K from the ob- 
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served climatological July SSTs and a second with the SSTs 
arbitrarily increased by 2 K from their climatological values. 
Other input data used in both of the runs conformed with 
observed July conditions. 

The results were analyzed to determine the "global sen- 
sitivity" of the various models, defined as the ratio of the 
change of the globally averaged surface air temperature to 
the change of the globally averaged net radiation at the top of 
the atmosphere. The global sensitivities ranged over a factor 
of 3. Further analysis revealed that virtually all of this 
variation among the models could be accounted for by 
differences in the simulated cloud feedbacks of the various 
models. 

Despite the compelling and satisfying simplicity of this 
conclusion, there are unanswered questions and many as- 
pects of the intercomparison results that require further 
study. Since identical SST perturbations were used in all of 
the models, the simulated response of the surface air tem- 
perature was nearly the same in all cases. Intermodel differ- 
ences in global sensitivity were therefore mainly revealed by 
differences in the response of the net radiation at the top of 
the atmosphere. Since the atmospheric energy budgets of the 
models are nearly in balance (the averaging periods used 
were 30 days or more, depending on the model), there were 
corresponding differences in the simulated changes of the net 
surface energy fluxes. (This is illustrated later.) In fact, since 
the perturbation was imposed at the sea surface, the most 
direct response of the models was to alter their surface 
energy fluxes. 

The surface energy fluxes include the turbulent fluxes of 
sensible and latent heat, as well as terrestrial and solar 
radiative energy fluxes. The radiation fluxes can be broken 
down further, e.g., into clear sky and cloudy components or 
into upward and downward components. In a time average 
over tens of days or longer the globally averaged surface 
latent heat flux is obviously proportional to the globally 
averaged precipitation (they are equal, apart from a unit's 
conversion). The surface energy budget and the hydrologic 
cycle are thus closely related. 

3711 
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This paper reports the results of a further analysis of the 
same model simulations discussed by Cess et al. [1990, 
hereafter referred to as C90]. In the present study we focus 
on the response of the surface energy budget and the 
hydrologic cycle to the imposed SST changes. A motivation 
for our study is the critical role of the surface energy budget 
in climate change, as discussed by Ramanathan [1981]. He 
investigated the changes in the surface energy budget in- 
duced by a CO2 doubling, as simulated by a simple one- 
dimensional climate model. He found that the direct warm- 
ing by CO2 is actually a minor component in the changes of 
the surface energy balance. As the surface warms, evapora- 
tion increases, leading to a major increase in the atmospheric 
water vapor content. Mainly because of the increased abso- 
lute humidity, the atmosphere radiates down more strongly 
on the surface, heating it. In fact, even though the surface 
temperature increases, the net longwave cooling of the 
surface actually decreases. The changes in the surface 
energy budget are thus dominated by the increased cooling 
by the latent heat flux and the decreased infrared cooling. In 
accordance with Ramanathan's [1981] analysis, the changes 
in the surface sensible heat flux and solar radiation play 
relatively minor roles. In short, Ramanathan [1981] showed 
that the sensitivity of the climate to external perturbations 
such as increasing CO2 concentrations is strongly influenced 
by the responses of the surface energy budget and the 
hydrologic cycle to an increase in the SST. (More recently, 
however, Ramanathan and Collins [1991] have argued that 
changes in solar radiation (due to changes in cloudiness) 
provide a major negative feedback that resists warming of 
the tropical oceans.) 

The model results produced for the GCM Intercomparison 
provide us with an unprecedented opportunity to investigate 
the degree to which existing GCMs agree on the response of 
the surface energy budget to an increase in the SST. This 
paper reports the results of such an investigation. 

Gutowski et al. [1991] recently investigated the surface 
energy budgets simulated by the Geophysical Fluid Dynam- 
ics Laboratory (GFDL), Goddard Institute for Space Studies 
(GISS), and National Center for Atmospheric Research 
(NCAR) GCMs in multiyear simulations of both the present 
climate and a doubled CO2 climate. All three of these models 
included slab oceans with prognostic sea surface tempera- 
tures. Gutowski et al. showed how the surface energy 
budgets of the three GCMs responded to increased CO2 
levels both globally and regionally and for the various 
seasons of the year. 

Although the present study has much in common with that 
of Gutowski et al. [1991], it differs in several important ways. 
First, we have drastically simplified the physical issues by 
prescribing identical sea surface temperature perturbations 
for all models; the results analyzed by Gutowski et al. 
involved computed SST perturbations that differed from 
model to model, both globally and geographically. Second, 
as already mentioned, we have employed perpetual July 
conditions. Third, we have pooled results from 19 GCMs, 
whereas Gutowski et al. [1991] analyzed results from only 
three models. In view of these differences, Gutowski's study 
and ours are complementary. 

In this paper we attempt to relate differences in results to 
differences in formulation. This is not an easy task because 
with only a few exceptions, pairs of participating models 
differ not just in one way but in many ways. Some tentative 

conclusions can be drawn, however, and suggest promising 
avenues for further exploration by individual investigators. 

2. WHAT WAS COMPUTED AND HOW 

It is important to keep in mind that although the runs 
discussed here involve surface warming, they are not simu- 
lations of the response of the climate system to increasing 
CO 2 concentrations and are not even particularly good 
analogs to such runs. First of all, these are "perpetual July" 
simulations, rather than the seasonally varying runs that 
would be required for realistic climate change simulations. 
Second, we have increased and/or decreased the SSTs in a 
deliberately idealized, patently unrealistic fashion. Although 
simulations of the climatic response to a CO2 doubling 
sometimes produce a globally averaged surface warming of 
about 4 K, they never produce a 4 K warming of the tropical 
oceans, such as that imposed here [Houghton et al., 1990]. 
Finally and importantly, although the globally and annually 
averaged net surface energy flux must be close to zero in a 
2 x CO: simulation that is close to equilibrium, no such 
constraint applies in the present runs because the SSTs are 
fixed so that the oceans represent an infinite energy reser- 
voir. 

Table 1 lists the 19 GCMs whose results are analyzed in 
this paper. For the most part, these are the same models that 
participated in the study of C90. Exceptions are the Euro- 
pean Center for Medium-Range Weather Forecasting 
(ECMWF) model, a newer version of which has been used in 
the present study, and the 17-level version of the Colorado 
State University (CSU) model, which supplements the 
9-level version used by C90. Except in a few cases the model 
runs used in the present study are identical to those dis- 
cussed by C90. 

References describing the formulations of the various 
models were given by C90, who also defined the various 
acronyms that are used to name the models. Table 1 gives 
further relevant information on each model's formulation 
and records which method was used to determine "clear 
sky" fluxes (discussed below) and whether or not the ground 
wetness was fixed. This last point is pertinent because the 
northern hemisphere continents tend to dry out unrealisti- 
cally in perpetual July simulations, unless of course the 
ground wetness is artificially fixed. 

Inspection of Table 1 shows that grid point and spectral 
models are about equally represented; a majority of the 
models include the effects of the water vapor continuum in 
their longwave radiation parameterization, although the de- 
tails differ from model to model; about half the models use a 
convective parameterization based on the mass flux ap- 
proach; almost all of the models incorporate Monin- 
Obukhov similarity theory in their boundary layer parame- 
terizations; only about half the models include the diurnal 
cycle of insolation; a majority of the models do not include 
an explicit parameterization of shallow cumulus convection; 
the surface cloud radiative forcing was not available from 
four of the models, and of the remaining 15, 11 determined 
the surface cloud radiative forcing by method 2 (discussed 
below); and finally that most of the models allowed the 
ground wetness to evolve in response to the simulated 
perpetual July patterns of precipitation and evaporation, 
thus tending to cause the northern hemisphere continents to 
dry out and warm up. 
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TABLE 1. Summaries of Some Relevant Aspects of Each Model's Design 

Model 

Convective 
Parameter- 

ization 

Water Boundary 
Vapor Layer Shallow Diurnal CF Method 

Continuum Parameterization Convection Cycle (Surface) 
Ground 
Wetness 

Horizontal 
Discreft- 

zation 

CCC MCA Yes 
CSU 9L Mass flux Yes 

(Arakawa- 
Schubert) 

CSU 17L Mass flux Yes 
(Arakawa- 
Schubert) 

GFDL I MCA Yes 
GFDL II MCA Yes 

ECHAM Diag. Kuo Yes 
ECHAM Prog. Kuo Yes 
CCM/LLNL MCA No 
MRI Mass flux No 

(Arakawa- 
Schubert) 

NCAR CCM0 MCA No 

UKMO Mass flux Yes 

MO with K theory No Yes 2 
Variable depth Yes, based on Yes 2 

mixed layer. MO CTEI 

Variable depth Yes, based on Yes 2 
mixed layer, MO CTEI 

MO with K theory No No 1 
MO with K theory No No 1 

MO with K theory Yes No 2 
MO with K theory Yes No 2 
MO with K theory No No 2 
Variable depth No Yes not available 

mixed layer, MO 

Bulk aerodynamic No No not available 
with K theory 

MO with K theory No Yes 2 

Computed 
Fixed 

Fixed 

Computed 
Computed 

Computed 
Computed 
Fixed 
Computed 

Computed 

Fixed 

DMN/CNRM Mass flux Yes MO with K theory Yes Yes 1 Computed 
(Bougeault) 

OSU/IAP Mass flux No MO with K theory No Yes 1 Computed 
(Early 
Arakawa) 

BMRC Kuo Yes MO with K theory Yes No not available Computed 
LMD Kuo with Yes MO with K theory No No 2 Computed 

MCA 
ECMWF Mass flux Yes MO with K theory Yes Yes 2 Computed 

(Tiedtke) 
GISS Mass flux Yes MO with K theory No Yes not available Computed 

[Hansen et 
al. [ 1983] 

DNM MCA No MO with K theory No No 2 Computed 

MGO Kuo Yes MO with K theory Yes No 2 Computed 

Spectral 
Grid 

point 

Grid 
point 

Spectral 
Spectral 

Spectral 
Spectral 
Spectral 
Grid 

point 

Spectral 

Grid 
point 

Spectral 

Grid 
point 

Spectral 
Grid 

point 
Spectral 

Grid 
point 

Grid 
point 

Spectral 

MCA refers to moist convective adjustment. MO refers to Monin-Obukhov similarity. CTEI refers to cloud top entrainment instability. 
CF method (surface) refers to the method used to determine the clear sky surface radiation. Models ae identified in text. 

The following notation will be useful: 
N net surface energy flux; 

LW net terrestrial radiation at the surface (subscript 
"sfc") or at the top of the atmosphere (subscript 
"top"); 

S W net solar radiation at the surface (subscript sfc) 
or at the top of the atmosphere (subscript top); 

R net radiation at the surface (subscript sfc) or at 
the top of the atmosphere (subscript top); 

LWCF longwave cloud radiative forcing at the surface 
(subscript sfc) or at the top of the atmosphere 
(subscript top); 

SWCF solar cloud radiative forcing at the surface 
(subscript sfc) or at the top of the atmosphere 
(subscript top); 

RCF total cloud radiative forcing at the surface 
(subscript sfc) or at the top of the atmosphere 
(subscript top); 

LW •' upward longwave flux at the surface; 
LW $ downward longwave flux at the surface; 
S W •' upward shortwave flux at the surface; 
S W $ downward shortwave flux at the surface; 

H surface sensible heat flux; 
LH surface latent heat flux; 

P precipitation rate; 
P W precipitable water content (vertically integrated 

water vapor amount). 

For all energy fluxes, our sign convention is that positive 
values denote an energy flux into the surface (or into the top 
of the atmosphere). 

An important relationship among the fluxes is 

N= SW + LW + SI] + LH. (1) 

Of course, SW and LW can be further broken down into 
their upward and downward components or into their clear 
sky and cloud-forcing components. 

The subscript "clr" will be used to denote clear sky 
values, as determined by methods 1 or 2 of Cess and Potter 
[1987]. Briefly, method 1 defines clear sky fluxes only for 
those grid columns that are actually cloud free, while method 
2 defines clear sky fluxes for all columns, regardless of 
whether or not clouds are actually predicted by the model. 
Table I indicates which method was used by each modeling 
group. As discussed by Harshvardhan et al. (1989), there are 
significant differences in the results obtained with the two 
methods, for models that include the diurnal cycle. These 
differences are particularly noticeable in the clear sky solar 
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TABLE 2. The Components of the Globally Averaged Surface Energy Budget in the -2 K Runs, 

-2 K CSU 
RUNS CCC 9L 

CSU GFDL GFDL ECHAM ECHAM CCM/ NCAR 
17L I II Diag. Prog. LLNL MRI CCM0 

N 3.22 -1.52 
SW 170.64 173.73 
LW -66.26 -68.19 
R 104.38 105.54 
LH -74.55 -104.13 
SH -26.66 -2.94 
LW,[, 330.03 320.66 
SW$ 195.70 198.39 
LW 1 -396.29 -388.85 
SW 1 -25.06 -24.66 
SWcl r 244.62 228.53 
LWclr -94.39 -96.19 
Rcl r 150.23 132.34 
SWCF -73.98 -54.80 
LWCF 28.13 28.00 
RCF -45.85 -26.80 

-9.17 -4.99 -6.80 -18.12 -5.82 -38.03 
166.71 157.80 176.83 133.94 139.95 146.27 

-62.44 -69.51 -69.37 -71.42 -69.06 -65.58 
104.27 88.29 107.46 62.52 70.89 80.69 

- 107.64 -68.74 -81.46 -64.32 -60.64 -94.02 
-5.80 -25.54 -32.80 - 16.32 - 16.08 -24.70 

325.52 334.10 334.07 324.99 
190.80 180.13 202.34 169.14 

-387.96 -403.61 -403.44 -390.57 
-24.09 -22.33 -25.51 -22.87 
228.38 222.37 222.91 191.39 195.51 221.14 

-94.03 - 102.24 - 104.42 -94.29 -96.84 -97.70 
134.35 120.13 118.49 97.1 98.67 123.44 

-61.67 -64.62 -46.08 -57.45 -55.56 -74.87 
31.59 32.76 35.05 22.87 27.78 32.12 

-30.09 -31.85 -11.03 -34.58 -27.78 -42.75 

11.80 -5.91 
181.64 166.90 

-72.86 -55.60 
108.78 111.3 

-82.62 -101.47 
-14.36 -9.83 

All units are W m -2 

radiation. The intercomparison participants have concluded 
that method 2 allows the simplest, most straightforward 
intercomparison of models, even though method 1 is advan- 
tageous for comparing a model with observations. Whenever 
possible, we have used the method 2 results in this paper. 
Unfortunately, however, method 2 diagnostics are not avail- 
able from all of the models (see Table 1), so the results 
presented below are based on a perplexing mixture of 
methods 1 and 2 diagnostics. The same is true of the results 
discussed by C90. For nondiurnal models (e.g., the two 
GFDL models), the difference between methods 1 and 2 may 
be unimportant. The only diurnal models that did not report 
method 2 results are DMN/CNRM and OSU/IAP. 

For convenience, a result obtained in a "-2 K" run will 
be denoted by (-2). For example, the precipitation obtained 
in a -2 K run will be denoted by P(-2). The notation A( ) 
will indicate a response to the prescribed SST increase. For 
example, zX(PW) will denote the P W obtained in the +2 K 
run, minus the P W obtained in the -2 K run. 

All of the variables listed above were saved by some of the 
models; some of the variables were saved by only a subset of 
the models. Some of the models saved zonal means, while 
others saved only global means. 

3. SURFACE ENERGY FLUXES IN THE --2 K CLIMATE 

Table 2 summarizes the components of the globally aver- 
aged surface energy budget in the -2 K runs, as simulated 
by the various GCMs. The last two columns of the table 
show the means and standard deviations for each quantity, 
after the largest and smallest values have been discarded. 

The globally averaged net surface energy fluxes simulated 
by the various models range from -38 to about 15 W m -2 a 
startling span of more than 50 W m -2. Positive values of N 
might be expected in the -2 K simulations, since this would 
tend to increase the SSTs (if we let them change), thus 
driving the system toward the observed climate. The largest 
positive N occurs in the ECMWF model. Models which 
produce negative values of N(-2) apparently "want to" 
further cool the oceans, even though the SSTs are already 
prescribed to be 2 K colder than observed. The largest 
negative N occurs in the CCM/LLNL model, which has an 

anomalously high planetary albedo due to excessively bright 
clouds. The same model also has particularly strong surface 
fluxes of both sensible and latent heat. We caution that it is 
not possible to draw firm conclusions as to climatic equilib- 
rium on the basis of these perpetual July simulations. Annual 
cycle simulations would be required to determine whether or 
not the various models are in climatic equilibrium with the 
reduced SSTs. 

The models disagree to a surprising degree over such a 
seemingly simple statistic as the globally averaged clear sky 
surface solar radiation. The values range from 191 to 244 W 
m -2, spanning about 50 W m -2. The ECHAM and DNM 
models have particularly low values of (SW)clr. The wide 
range of (S W)clr, among the models, may be accounted for 
by the following: 

(1) Differences in the prescribed "solar constant." It 
would be useful to adopt a standard value of the solar 
constant for use in future GCM intercomparisons. 

(2) Differences in diurnally averaged clear sky atmo- 
spheric absorption [Fouquart et al., 1991], which are caused 
by differences in the solar radiation parameterizations. Such 
differences might arise, in particular, between models that 
include the diurnal cycle and those that do not. The results 
presented in Table 2 suggest that models with the diurnal 
cycle tend to absorb more clear sky solar radiation than 
those without. 

(3) Differences in diurnally averaged clear sky atmo- 
spheric absorption which are caused by differences in ab- 
sorber amounts (e.g., water vapor). 

(4) Surface albedo differences among the models. We 
have investigated the extent to which intermodel differences 
in the surface albedo (defined as S W •'/S W $ ) can account 
for differences in (SW)clr, for those models that reported 
S W •' and S W $. No strong relationship exists, and we 
conclude that differences in surface albedo are not the 
dominant factor. Note, however, that the information avail- 
able to us here allows determination of only the all-sky 
surface albedo; we cannot evaluate the clear sky surface 
albedo. 

(5) Cloud effects. The surface albedo for diffuse radiation 
is normally higher, in an overall energy-weighted sense, than 
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As Simulated by the Various GCMs 

DMN/ OSU/ 
UKMO CNRM IAP BMRC LMD ECMWF GISS DNM MGO Mean SD 

-6.52 
160.55 

-56.07 
104.48 

-90.07 
-20.93 
338.21 
177.90 

-394.28 
-17.35 
230.15 

-81.77 
148.38 

-69.60 
25.70 

-43.90 

-2.20 
164.46 

-73.22 
91.24 

-80.49 
- 12.96 
321 83 
180 19 

- 395 05 
- 15 73 
221 42 

- 101 9 
119 52 

-56 96 
28.68 

-28.28 

-18.81 
146.65 

-64.54 
82.11 

-74.27 
-26.62 

218.59 
- 106.19 

112.40 
-71.94 

41.65 
-30.29 

3.66 
170.87 

-62.58 
108.29 

-92.69 
-21.99 
341.46 
193.85 

-404.04 
-22.98 

0.49 
155.48 

-58.43 
97.05 

-84.25 
-12.31 

225.37 
-90.37 
135.00 

-69.89 
31.94 

-37.95 

15.00 
168.21 

-69.07 
99.14 

-55.28 
-28.86 
327.92 
190.91 

-396.99 
-22.70 
222.63 

- 100.27 
122.36 

-54.42 
31.20 

-23.22 

-4.46 
168.20 

-52.7 
115.50 

-82.70 
- 36.40 
343.30 
190.80 

-396.00 
-22.60 

- 11.72 - 1.93 -4.64 7.56 
156.86 165.52 162.10 10.34 

-85.00 -63.35 -65.74 5.43 
71.86 102.17 96.35 13.11 

-62.44 -77.29 -80.95 12.86 
-21.14 -26.81 -20.22 7.54 
323.08 330.31 7.00 
185.32 188.40 7.12 

-408.08 -396.91 5.32 
-28.45 -23.02 2.29 
194.38 216.46 219.06 11.40 

- 120.80 -97.02 -95.83 10.44 
73.58 119.44 121.66 14.17 

-37.52 -50.94 -60.61 8.74 
35.80 33.67 30.96 3.07 

- 1.72 - 17.27 -29.68 9.26 

that for direct beam radiation. In the absence of clouds, 
direct beam radiation dominates, but clouds increase the 
relative contribution from diffuse radiation. Differences 
among the models in the simulated geographical distribution 
of cloudiness are sufficient, therefore, to produce differences 
in the simulated surface albedo. As mentioned above, the 
surface albedo values are based on the all-sky radiation and 
thus may differ from and are probably overestimates of the 
appropriate clear sky albedos for each model. Unfortu- 
nately, we lack sufficient information to determine the clear 
sky surface albedos for the various models. 

The simulations of L Wc•r(-2) vary over about 40 W m -2, 
from -82 to 120 W m -2. This can be explained in terms of 
the differences in PW(-2) (discussed later) and the fact that 
some models include the effects of the water vapor contin- 
uum, while others do not [Ellingson et al., 1991' compare 
Table 1]. Differences in the method of computation of the 
near-surface air temperature may also play a role here. 

In the model results, clouds tend to cool the Earth's 
surface through solar cloud forcing and to warm it through 
longwave cloud forcing. Table 2 shows that the cooling effect 
dominates at the surface, just as it does at the top of the 
atmosphere in both model results and observations [e.g., 
Cess and Potter, 1987; Ramanathan et al., 1989]. The 
standard deviation of RCFto p is more than 9 W m -2 even 
though the largest (DNM) and smallest (CCC) values have 
been discarded. 

4. GLOBAL MEAN RESPONSES TO A 4 K WARMING 
OF THE OCEANS 

The main result of C90 is reproduced, in Figure 1, for the 
present ensemble of models. As indicated in the figure, the 
models disagree significantly on the "climate sensitivity 
parameter," A(Ts)/A(Rtop) , but these differences are very 
well explained by differences in A(RCFtop)/A(Rtop). In other 
words, differences in climate sensitivity are due mainly to 
differences in cloud feedback, at least for the case in which 
the sea ice distributions are fixed. Table 3 summarizes the 
simulated responses of the surface temperature and the 
top-of-the-atmosphere all-sky and clear sky radiation to the 
imposed SST increase. 

Table 4 shows how the components of the surface energy 
budget change when the SST is increased from -2 K to +2 

K. The response of the net surface energy flux, A(N), is of 
particular interest. The role of A(N) in the surface energy 
budget is closely analogous to that of A(Rtop). Intuition 
suggests that just as an increase in the SST led to negative 
values of A(Rtop) (cooling the planet), it should also lead to 
negative values of A(N) (cooling the Earth's surface). This 
is, in fact, the case for every model. The values of A(N) 
range, however, from about -2 to -11 W m -2. 

Note that the range of A(N) (9 W m -2) is considerably less 
than that of N(-2) (53 W m-2). This raises an important 
point. It is sometimes suggested that in order for models to 
quantitatively simulate the response of the climate to a 4 W 
m -2 radiative forcing, such as that due to increased CO2, it 
is necessary for the models to simulate the energy fluxes 
associated with the present climate state to an accuracy of 4 
W m -2 or better. This mistaken idea is grounded in confu- 
sion between the value of a function and the value of its 
derivative. In the present context, the function in question is 

0.5 

-0.5 • • t 
0 0.5 i 1.5 

Z•( RCFtop )/G 

Fig. 1. The relationship between A(Ts)/A(Rtop) and A(RCFtop)/G. 
Here G is the "forcing" defined by Cess et al. [1990]' it is equal to 
-A(Rtop). 
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TABLE 3. Responses of the Globally Averaged Surface Air Temperature (K) and the 

+2K 
MINUS CSU 

-2 K CCC 9L 
CSU GFDL GFDL ECHAM ECHAM CCM/ NCAR 
17L I II Diag. Prog. LLNL MRI CCM0 

A(Ts) 4.38 4.16 
A(LWtop) -10.78 -11.66 
A(SWtop) -0.43 3.32 
A(LWclr, top) -10.95 -9.11 
A(S Wclr, top) 0.52 0.58 
A(Rtbp) - 11.21 -8.34 
A(Rclr, top) - 10.43 -8.53 
A(SWCFtop) -0.95 2.74 
A(LWCFto p) 0.!7 -2.55 
A(RCFtop) -0.78 0.19 

4.08 3.97 4.15 3.93 3.92 3.84 4.36 4.02 
- 10.95 -8.33 -9.45 - 11.01 -9.20 -8.90 -9.55 - 12.06 

1.02 1.74 0.31 7.47 5.29 4.05 2.33 8.36 
-9.91 -8.61 -9.23 -10.23 -9.93 -9.17 -10.23 -9.69 

0.52 0.28 0.24 1.86 1.34 0.78 0.84 0.56 
-9.93 -6.59 -9.14 -3.55 -3.90 -4.85 -7.22 -3.70 
-9.39 -8.33 -8.99 -8.37 -8.59 -8.49 -9.39 -9.13 

0.50 1.46 0.07 5.60 3.95 3.28 1.49 7.80 
- 1.04 0.28 -0.22 -0.78 0.73 0.27 0.68 -2.37 
-0.54 1.74 -0.15 4.82 4.68 3.54 2.17 5.43 

N(-2), and its derivative is A(N). Models that produce 
widely different values of N(-2) may nevertheless agree 
fairly well on the value of A(N); examples can be found by 
inspection of Tables 2 and 4. Similarly, accurate simulation 
of the Earth' s radiation budget for the present climate is not 
a necessary prerequisite for (or a guarantee of) an accurate 
simulation of the response to a radiative perturbation such as 
that due to increased CO2. Similar comments were made by 
Mitchell et al. [1987]. 

Conservation of total energy requires that in a time 
average, A(Rtop) and A(N) should be equal for each model, 
apart from the work done by the atmosphere on the lower 
boundary. Figure 2 shows that this expectation is reasonably 
well borne out, although there is a lot of scatter. The scatter 
can arise in several ways. First, most GCMs conserve total 
energy only approximately. For example, only a few models 
take into account that kinetic energy dissipation represents a 
source of internal energy; most simply allow the dissipated 
kinetic energy to "disappear." This represents a spurious 
energy loss of a few W m-2. A second contributing factor is 
that some of the model results are averaged over only 30 
days, not long enough to make the energy storage term 
completely negligible. Finally, as already mentioned, the 
atmosphere does work on the oceans and on the land 
surface. 

Figure 3 shows that intermodel differences in A(Ts)/A(N) 
are fairly well correlated with differences in A(RCFtop)/ 

A(N). This is not surprising in view of Figures 1 and 2. It 
means that differences in the top-of-the-atmosphere cloud 
forcing can account for most of the differences in the net 
surface energy flux. 

It does not follow, however, that differences in the surface 
cloud forcing can account for differences in A(N). •n fact, 
A(RCFto p) and A(RCFsf c) are, in many cases, of opposite 
sign (see Tables 3 and 4). As shown in Table 4, 10 of the 15 
models that reported the surface cloud radiative forcing 
(CRF) produced negative values of A(RCFsfc). Thus for 
many of the models, A(RCFtop) tends to warm the planet 
while A(RCFsf c) tends to cool the surface. 

Figure 4 demonstrates that in fact, no strong relationship 
exists between A(RCFsfc) and A(N). For most of the models, 
A(RCFsf c) is negative, as is A(N)., but in almost every case, 
A(N) is larger, in an absolute sense, than A(RCFsfc). In other 
words, the change in the surface cloud forcing tends to cool 
the surface, but the total cooling of the surface is greater 
than that due to the change in cloud forcing alone. The CCC 
and ECMWF models give particularly large negative values 
of A(RCFsfc). If these two models are omitted, the remaining 
models fall along a fairly orderly curve. 

A further complication is that A(RCFtop) and A(RCFsf c) 
are markedly different because the atmosphere itself expe- 
riences a cloud forcing (the response of the atmospheric 
cloud forcing to the 4 K increase in SST is the difference 
between A(RCFsfc) and A(RCFtop)) and that the response of 

TABLE 4. The Response of the Various Components of the Surface 

+2K 
MINUS 

-2K CCC 
CSU 

9L 
CSU 
17L 

GFDL 
! 

GFDL ECHAM ECHAM CCM/ NCAR 
!I Diag. Prog. LLNL MRI CCM0 

N -10.10 -8.42 -11.17 -7.11 -9.28 -3.78 -3.96 -4.72 
SW -5.02 0.01 -2.06 -!.30 -3.31 3.06 1.63 1.54 
LW 3.54 8.35 7.85 4.32 2.78 0.67 1.16 3.77 
R - 1.48 8.36 5.79 3.02 -0.53 3.73 2.79 5.31 
LH -9.89 - 19.98 - 19.95 - 12.60 - 12.61 -8.99 -8.07 - 12.36 
SH 1.21 3.20 3.00 2.47 3.85 1.47 1.33 2.33 
L W • 24.86 30.12 29.25 26.00 25.06 24.85 
SW • -5.50 -0.18 -2.32 -1.51 -4.03 1.23 
LW •' -21.33 21.76 -21.40 -21.68 -22.28 -21.08 
SW ? 0.49 0.19 0.26 0.21 0.72 0.31 
SW clear -2.61 -3.53 -3.20 -3.39 -3.59 -2.31 -2.88 -2.96 
LW clear 7.85 12.88 12.27 6.34 4.75 4.03 5.05 9.45 
R clear 5.24 9.53 9.07 2.95 1.16 1.72 2.17 6.49 
SWCF -2.41 3.54 1.14 2.15 0.28 5.37 4.51 4.50 
LWCF -4.31 -4.53 -4.42 -2.00 - 1.97 -3.36 -3.89 -5.68 
RCF -6.73 -1.00 -3.28 0.14 -1.69 2.01 0.61 -1.18 

-10.12 -1.83 
-0.03 4.27 

1.32 1.63 
1.29 5.9 

-12.85 -7.76 
! .44 1.86 
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Top-of-the-Atmosphere Radiation (W m -2 to the Imposed 4 K SST Increase 
DMN/ OSU/ 

UKMO CNRM IAP BMRC LMD ECMWF GISS DNM MGO Mean SD 

3.85 4.04 4.13 4.30 4.08 3.74 4.03 3.74 3.82 4.02 0.17 
-11.48 -10.34 -9.50 -13.46 -8.85 -6.19 -8.22 -10.92 -9.77 -10.14 1.37 

4.87 2.22 1.49 5.42 4.25 -3.12 4.92 2.62 3.52 3.20 2.07 
-8.09 -9.57 -11.03 -8.77 -9.97 -9.20 -7.78 -9.16 -7.40 -9.39 0.81 

0.43 0.44 0.74 0.56 0.58 2.77 0.00 0.64 0.26 0.66 0.40 
-6.61 -8.12 -8.01 -8.04 -4.60 -9.31 -3.30 -8.30 -6.25 -6.85 2.07 
-7.66 -9.13 -10.29 -8.21 -9.39 -6.43 -7.78 -8.52 -7.14 -8.67 0.76 

4.44 1.78 0.75 4.86 3.67 -5.89 5.11 1.98 3.26 2.59 1.91 
-3.39 -0.77 1.53 -4.69 1.12 3.01 -0.48 - 1.76 -2.33 -0.64 1.42 

1.05 1.01 2.28 0.17 4.79 -2.88 4.63 0.22 0.93 1.81 1.99 

the atmospheric cloud forcing differs greatly among the 
models. Of course, this is primarily a longwave effect. For all 
of the 15 models that reported the surface CRF, the response 
of the atmospheric CRF to the SST increase is a warming of 
a few W m -2. 

Figure 5 shows that the response of the shortwave cloud 
forcing at the top of the atmosphere is well correlated with 
that at the surface. The reason is simply that in all of the 
models the shortwave absorption by clouds (i.e., the atmo- 
spheric solar cloud forcing) is weak. Such strong correla- 
tions are not found, however, for the longwave cloud forcing 
or the net cloud forcing (not shown). 

Table 5 gives the globally averaged P(-2) and PW(-2) as 
simulated by the various models. The simulated globally 
averaged values of P range from 2.08 to 3.69 mm d -1 , while 
the simulated globally averaged values of P W range from 
17.10 to 27.09 mm. There is no systematic relationship 
among the models between PW(-2) and P(-2). For exam- 
ple, it is not true that the models with higher PW(-2) tend 
to have higher (or, for that matter, lower) P(-2). This lack 
of a systematic relationship between P(- 2) and P W(- 2) 
reflects the very wide range of precipitation parameteriza- 
tions used in the models. Further discussion is given later. 

Table 6 shows that when the SSTs are increased by 4 K 
(about 1.4%), the hydrologic cycles of the models respond in 
dramatic fashion. Both P W and P increase for all of the 
models. The values of A(p) range from 0.29 to 0.69 mm d -1 
and those of/x(PW) range from 4.88 to 10.756 mm, more 

than a factor of 2 for both variables. These increases are of 
the order of 10-30% of the corresponding values in the -2 K 
runs. Mitchell et al. [1987] and Mitchell and Ingram [1991] 
discuss the changes in P W per degree of warming in several 
experiments with the UKMO model. 

Which component fluxes are dominating /X(N)? Recall 
that 

A(N) = A(SW) + A(LW) + A(SH) + A(LH). (2) 

The values of A(SWclr,sfc) produced by the various models 
are all fairly consistent, near -2 or -3 W m -2 These 
reductions can be explained in terms of increased atmo- 
spheric solar absorption due to the positive values of 
A(PW). The responses in the globally averaged all-sky S W 
are fairly modest but much more variable among the models, 
ranging from -8.25 to 4.27 W m -2. The differences in 
/x(SWsf c) are, of course, mainly due to differences in 
A(SWCFsfc). 

For each model, A(LWsfc) is positive, as anticipated by 
Ramanathan [1981]. Note, however, that A(LWsfc) ranges 
from 0.07 to 8.35 W m -2. Since the SST increase is the same 
in all of the models, one would expect that the changes in the 
LW •' would be nearly the same as well; Table 4 confirms 
this for those models that reported LW •'. The standard 
deviation of A(L W •' ) is less than 2% of the mean. 

The differences in zX(L W•fc) are therefore primarily due to 
differences in L 14/•. The latter are due to both ALWCFsfc 
and zX(L Wc•r,sfc). Inspection of Table 4 shows that in every 

Energy Budget When the SST Is Increased by 4 K 

DMN/ OSU/ 
UKMO CNRM lAP BMRC LMD ECMWF GISS DNM MGO Mean SD 

-7.26 -9.64 -5.09 - 10.94 -7.69 
1.70 - 1.64 1.54 2.50 2.56 
6.14 4.95 2.21 4.32 1.90 
7.84 3.31 3.75 6.82 4.46 

-16.21 -16.04 -11.46 -14.18 -12.42 
1.11 3.08 2.62 -0.07 0.27 

27.87 27.84 26.09 
2.28 -1.56 2.55 

-21.73 -22.89 -21.78 
-0.58 -0.07 -0.05 
-2.90 -3.65 -2.93 -2.75 
10.44 6.90 8.33 7.23 
7.54 3.25 5.40 4.48 
4.60 2.01 4.47 5.31 

-4.30 -1.95 -6.12 -5.39 
0.30 0.06 - 1.65 -0.08 

-9.31 -3.54 -10.83 -7.56 -7.61 2.55 
-8.25 4.00 -3.20 1.16 0.39 2.55 

4.97 2.90 1.17 0.07 3.27 1.98 
-3.28 6.90 -2.03 1.23 3.42 2.95 
-8.47 -12.00 -8.96 -9.45 -12.15 3.17 

2.44 1.40 0.16 0.66 1.77 0.96 
24.50 25.20 23.15 26.15 1.62 

-9.21 4.10 -4.09 -1.31 2.78 
- 19.53 -22.30 -21.98 -21.73 0.39 

0.96 -0.10 0.88 0.28 0.33 
-2.69 -2.98 -2.38 -2.98 0.36 

8.50 1.82 3.69 7.29 2.56 
5.81 -1.16 1.31 4.35 2.51 

-5.56 -0.22 3.54 2.58 2.33 
-3.53 -0.65 -3.62 -3.80 1.28 
-9.09 -0.87 -0.08 -1.19 1.98 

All units are W m -2 
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A {N), Wm -2 
Fig. 2. The relationship between A(N) and A(Rtop). The thin 

diagonal line shows the curve along which these two quantities are 
equal. Approximate equality is to be expected. See text for details. 

single case, A(L Wsfc) and A(LWCFsfc) have opposite signs; 
A(LWCFsfc) is negative and A(LWsfc) is positive. This 
clearly shows that A(LWsf c) is being driven primarily by 
clear sky effects; A(LWCFsfc) is of secondary importance. 
We then conclude that the simulated values of A(L Wsfc) are 
essentially determined by the response of the clear sky 
downward component of the surface longwave radiation. In 
other words, when the SST increases, the clear sky down- 
ward longwave radiation at the surface increases; this can 
result from an increase in the atmospheric temperature 
and/or from an increase in the effective emissivity of the 

ß **% 

-10 ' t I I • 
-12 -10 -8 -6 -4 -2 

Z•(N),Wm -2 
Fig. 4. The relationship between A(N) and A(RCFsfc). 

boundary layer. An increase in the clear sky emissivity tends 
to diminish the longwave cloud forcing; if the clear sky is 
already opaque, adding a cloud makes little difference. The 
fact that for all of the models A(LWCFsfc) is negative while 
A(LWsf c) is positive strongly suggests that the negative 
values of A(LWCFsfc) result from increases in the clear sky 
emissivity and therefore that the increases in the clear sky 
downward emission are, in part, due to increases in the 
emissivity of the boundary layer air. 

Obviously, this suggests that differences in A(PW) are 
strongly influencing A(LWsfc). Figure 6 shows, however, 
that there is no strong relationship between A(L Wcir,sf c) and 
A(PW). The lack of order in this figure may result from 

-0.5 

1.5 
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ß 
'E 2 

,,.o 0 
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A ( RCFto p ) / A N 
Fig. 3. The relationship between A(Ts)/A(N) and A(RCFtop)/ 

a(N). 
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Fig. 5. The relationship between A(SWCFtop) and A(SWCFsfc). 
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[• With Continuum 
[• No Continuum 

X 

X 

X 
X 

4 5 6 ? 8 9 10 11 

A (PW), mm 
Fig. 6. The relationship between A(LWclr,sfc) and A(PW). 
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Fig. 8. The relationship between A(N) and A(LH). 

differences in the radiation parameterizations used in the 
various models. To explore this possibility, we have labeled 
results from models that include the continuum separately 
from those that do not. Although the sample size is clearly 
much too small to draw definite conclusions, the figure 
weakly suggests that models with the continuum give a 
relatively strong A(LWc•r,•rc) for a given A(PW). Figure 7 
shows how zX(LWsfc) correlates with zX(PW). Here the 
sample size is somewhat larger, since more models reported 
zX(L Wsf•) than zX(L W•lr,•f•). Again in Figure 7, results from 
models that include the continuum are labeled separately 
from those that do not. We are unable to draw any strong 
conclusions from this figure. Presumably, strong geographi- 

cal variations are at work here, so that global means tell 
little. There are two conspicuous "outliers," namely, the 
BMRC model [with a very small A(PW)] and NCAR's 
CCM0 (with a very large A(PW)). If we omit these two 
models from the sample, there is a very clear tendency for 
A(LW•r•) to increase as A{PW) increases. 

Taken together, these results suggest that for each model, 
A(LW•rc) is mainly determined by A(PW), although the 
particular values obtained depend on the radiation parame- 
terization used. 

After the largest and smallest values for each flux have 
been discarded, the means are as Follows: 

With Continuum 
No Continuum 

X 

x 

x 

x 

4 5 6 7 8 9 10 11 

A (PW), mm 

Fig. 7. The relationship between A(LWsfc) and A(PW). 

I I i 

6 7 8 9 10 

A(PW), mm 
Fig. 9. The relationship between A(PW) and [A(LWclr,sfc)- 

A(LWclr,top)], which is the response of the net clear sky longwave 
cooling of the atmosphere. 
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TABLE 5. The Globally Averaged P(-2) and PW(-2) 

+2 K CSU CSU GFDL GFDL 
RUNS CCC 9L 17L I II 

ECHAM ECHAM CCM/ NCAR 
Diag. Prog. LLNL MRI CCM0 

P, mm d -I 2.59 3.57 3.69 2.36 2.80 
PW, mm 24.17 21.17 20.93 19.53 17.10 

2.25 2.12 3.24 2.95 3.40 
20.65 21.53 19.65 23.55 26.35 

Precipitation units are millimeters per day and precipitable water units are millimeters. 

-2 A(N)= -7.61Wm 

A(SW) = 0.39 W m -2 
-2 /X(LW) = 3.29 W m 

A(SH) = 1.77 W m -2 

A(LH) = -12.15Wm -2. 
This list makes it clear that the sign and magnitude of/X(N) 
are driven primarily by/X(LH). Figure 8 shows the relation- 
ship between /X(N) and /X(LH). There is relatively little 
order; if it is true that for each model, /X(N) is driven by 
A(LH), the details of the coupling differ from model to 
model sufficiently to account for the considerable scatter in 
Figure 8. Of course, the standard deviations of the various 
radiative responses are also large. 

The second most important contribution to /X(N) comes 
from /X(LW) which, as we have seen, is closely related to 
A(PW). Thus we conclude that the two most important contri- 
butions to/X(N) are closely tied to the hydrologic cycle. 

This conclusion merely reaffirms the well-known facts that 
to a first approximation the speed of the evaporation- 
precipitation cycle is determined by the rate at which latent 
heating is required to balance the radiative cooling of the 
atmosphere and that the latter is strongly influenced by the 
moisture content of the atmosphere. Figure 9 demonstrates 
that increasing PW favors stronger radiative cooling of the 
atmosphere. 

As an example, compare the MRI model with the two 
versions of the CSU model. This comparison is interesting 
because the two models use essentially the same convective 
parameterization, but the MRI model does not include the 
effects of the continuum, while the CS U model does. The 
MRI model produces about 15% less P(-2) than the CSU 
models (Table 5). 

Harshvardhan et al. [1989] reported the results of an 
experiment with the CSU model in which the effects of the 
continuum were artificially suppressed. The strong change in 
the surface longwave radiation, corresponding to reduced 
cooling of the atmosphere in the experiment, was balanced 
primarily by a reduction in the surface latent heat flux. This 
mutual adjustment between longwave radiation and the 
surface latent heat flux should be interpreted in terms of the 

atmospheric energy budget, rather than the surface energy 
budget, because the SSTs were fixed in the experiment. 

Again, these results were largely anticipated by Ra- 
manathan [1981], who identified the tendency for a synergistic 
compensation between increased radiative cooling of a moister 
atmosphere and an increased surface latent heat flux. 

5. ZONALLY AVERAGED RESPONSES 

The overwhelming importance of the hydrologic cycle for 
the various surface energy budget results discussed above 
motivates us to investigate the simulations of P and P W in 
more detail. Figures 10 and 11 show the zonally averaged 
distributions of P(-2) and PW(-2), as obtained with the 
various models; and Figures 12 and 13 give the correspond- 
ing values of A(p) and A(PW). 

Despite certain gross similarities the differences among 
the models are very large. For the -2 K runs the maximum 
zonally averaged precipitation rates in the tropical rainbands 
range from about 3.5 mm d- l in the Hamburg model to about 
10 mm d -• in the LMD model. The range of the zonally 
averaged values of P(-2) in the mid-latitude storm belts is 
similarly spectacular, especially for the northern (summer) 
hemisphere, where convective precipitation is significant. 
The tropical maximum of the zonally averaged P W(-2) 
ranges from about 28 mm in the Hamburg model to 48 mm in 
the LMD model. Despite the previously noted lack of high 
correlation between the global means of P(-2) and 
PW(-2), the highest and lowest tropical values of P(-2) 
occur in the same pair of models that have the highest and 
lowest tropical values of P W(-2). 

When the SST is increased from -2 K to +2 K, the 
response of the zonally averaged precipitation rate, in all of 
the models, is an increase at nearly all latitudes. The 
magnitude of the tropical response varies enormously among 
the models, however. The response of P W is again an 
increase at all latitudes. Roughly speaking, the tropical PW 
responds to a 4 K increase in SST by increasing by about 
50%. Although the tropical values of A(PW) range over 
about 30% among the various models, there is, overall, 
somewhat better agreement on /x(PW) than on /x(p). The 
drastic increase of the tropical PW is arguably the strongest 
and most nearly unanimous response exhibited by the mod- 
els. It can be qualitatively explained by the dependence of 

TABLE 6. The Globally Averaged A(p) and A(PW) 

+2K 
MINUS CSU CSU GFDL GFDL ECHAM 

- 2 K CCC 9L 17L I II Diag. 
ECHAM CCM/ NCAR 

Prog. LLNL MRI CCM0 

P, mm d -I 0.33 0.69 0.68 0.42 0.42 0.31 
PW, mm 8.29 9.11 8.03 7.02 6.64 7.19 

0.29 0.43 0.38 0.29 
7.51 7.10 7.76 10.75 

Precipitation units are millimeters per day and precipitable water units are millimeters. 
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As Simulated by the Various Model 

DMN/ OSU/ 
UKMO CNRM lAP BMRC LMD ECMWF GISS DNM MGO Mean SD 

3.08 2.79 2.55 3.29 2.81 
20.54 20.92 27.09 20.71 25.15 

2.08 2.86 2.18 2.66 2.79 0.43 
21.76 21.80 21.68 22.14 21.90 1.88 

the saturation vapor pressure on SST, together with an 
assumed constant relative humidity [e.g., Stephens and 
Greenwald, 1991]. 

Figures ,-• and the zonally averaged distributions 13 bllOW 

of L Wclr,sfc(-2 ) and A(LWclr,sfc) , respectively. Except for 
the CCC model (in high latitudes) and the LMD model (in the 
tropics) the various GCMs agree reasonably well on 
(LWclr,sfc)(-2). They disagree significantly, however, on 
/X(L Wclr,sfc), although all models do agree that /X(L Wclr,•fc) 
> 0 (the clear sky L W cooling of the surface decreases) 
at virtually all latitudes. The two CSU models produce 
a tropical A(LWclr,sfc) of about 20 W m -2, significantly 
more than any of the other models. This strong positive 
/x (L Wa•,sfc) may be a consequence of the models' unique 
boundary layer parameterization, in which the humid air 
near the surface is incorporated into a variable depth mixed 
layer, and their lack of vertical moisture diffusion above the 
planetary boundary layer (PBL). These elements of the 
model's formulation act to confine any increased moisture 
content to a relatively thin layer near the surface, where it 
can readily influence L Wc•r,sfc. 

6. INFLUENCE OF THE CONVECTION PARAMETERIZATION 

Our results show that the simulated response of the 
surface energy budget to a 4 K warming of the ocean varies 
widely depending on the response (and therefore depending 
on the parameterized formulation) of the model's hydrologic 
cycle. 

A key element of any model's hydrologic cycle is its 
parameterization of cumulus convection. The role of cumu- 
lus convection in the atmospheric general circulation can be 
viewed in several complementary ways. It transports energy 
from near the surface to the troposphere [e.g., Riehl and 
Malkus, 1958]. It contributes a large fraction of the global 
precipitation. It constrains the thermodynamic structure of 
the atmosphere, preventing the lapse rate of temperature 
from becoming "too" strong and limiting the atmospheric 
humidity [Arakawa and Chen, 1987]. It transports moisture 
upward from the PBL into the free atmosphere and deposits 
vapor, liquid, and ice aloft [e.g., Arakawa and Schubert, 
1974], thus strongly influencing the distribution of stratiform 
clouds. In short, cumulus convection is by far the single 
most powerful agency of the hydrologic cycle. 

With this in mind we have investigated the role of convec- 
tive parameterizations in determining the results discussed 
in the previous sections. We have divided the models used in 

this study into three camps (see Table 1): those that use 
convection schemes based on the "mass flux" approach 
[Arakawa, 1969], those that use some version of the "Kuo 
parameterization" [Kuo, 1965], and those that use moist 
convective adjustment [Manabe et al., 1965]. Versions of 
the mass flux approach have been adopted in 8 of the 19 
models discussed in this study: OSU/IAP, the two CSU 
models, GISS, MRI, UKMO, ECMWF, and DMN/CNRM. 
Versions of the Kuo parameterization are used by five of the 
models: ECHAM PROG, ECHAM DIAG, BMRC, LMD, 
and MGO. The remaining six models use moist convective 
adjustment. 

Figure 16 shows how /X(PW) varies with /x(p) and indi- 
cates which convection parameterization is used by each 
model (see figure legend). The mass flux schemes agree fairly 
well on/x(p W), a value near 8 mm is preferred, and only the 
9-level version of the CSU model gives a slightly different 
value. The models with mass flux parameterizations seem to 
select this particular/x(p W) but do not strongly couple/x(p) 
with/x(PW). 

With both the Kuo parameterization and the moist con- 
vective adjustment,/x(p W) takes a range of values and tends 
to decrease as/x(p) increases. This suggests that with these 
two parameterizations the increase of the precipitation rate 
tends to limit the increase of the precipitable water. In the 
case of the Kuo scheme, the mutual variations of/x(p) and 
/x(p W) may arise from different formulations of the moisture 
storage parameter. In the case of moist convective adjust- 
ment the mutual variations may arise from different critical 
relative humidities imposed as criteria to trigger the adjust- 
ment. Obviously, these interpretations are extremely tenta- 
tive; they do suggest avenues for further research, however. 

7. SUMMARY AND CONCLUSIONS 

For 19 GCMs we have identified major differences in the 
responses of the various components of the surface energy 
flux to a 4 K warming of the sea surface temperature. These 
differences among the models have been traced, to a large 
degree, to differences in their simulated hydrologic cycles 
and in their parameterizations of longwave radiation (espe- 
cially the water vapor continuum) and cumulus convection. 
These conclusions are consistent with those of Gutowski et 
al. [1991]. 

Our analysis of /X(N), the response of the net surface 
energy flux to an SST increase, indicates that cloud-radiation 
effects are of secondary importance. This is in strong con- 

As Simulated by the Various Models 

DMN/ OSU/ 
UKMO CNRM IAP BMRC LMD EC/LLNL GISS DNM MGO Mean SD 

0.55 0.55 0.39 0.48 0.37 
7.73 7.78 7.87 4.88 7.92 

0.40 0.41 0.31 0.34 0.42 0.10 
7.82 7.90 7.61 6.94 7.66 0.58 



3722 RANDALL ET AL.: SURFACE ENERGY BUDGET INTERCOMPARISON 

Total Precipitation 
MINUS ?C SST 

NP 60 .%0 EQ -30 -60 SP 
Latitude 

Fig. 10. The zonally averaged distribution of P(-2). Each line 
represents one model result. The main purpose of this figure is to 
show the range of variation among the various models. 
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Fig. 12. As in Figure 10 but for the zonally averaged distribution 
of A(P). 

trast to the conclusions of C90, who showed that the net 
radiative response at the top of the atmosphere, denoted by 
G, varied among the models mainly as a result of cloud 
effects. There is no contradiction between our results and 
those of C90. In fact, it is worth noting that the uncertainties 
of G and A(N), as indicated by disagreements among the 
GCMs, are both associated with moist processes: the former 
with the cloud radiative forcing and the latter with the speed 
of the hydrologic cycle. 

We conclude therefore that major differences in the cli- 
mate sensitivities of existing atmospheric GCMs are, to a 
large extent, directly due to differences in their parameter- 
izations of moist processes and closely related radiative 
processes. These formulation differences arise from dis- 
agreements, within the scientific community, concerning the 
most realistic way to formulate the relevant moist physics. 

Such disagreements are a natural and even healthy compo- 
nent of the scientific enterprise. They arise from and, in 
effect, serve to identify deficiencies in our collective physical 
understanding. 

The wide range of model sensitivities uncovered in the 
present study and that of C90 cannot be narrowed simply by 
increasing model resolution; improvements in the model 
physics will be required to improve the simulated climate. 
Our results strongly suggest that if at some future time all of 
the participating models could be run with drastically in- 
creased resolution, the differences in their climate sensitiv- 
ities would be quite comparable to those discussed here. We 
note the recent study by Tibaldi et al. [1990], who found that 
although the deterministic forecast skill of the ECMWF 
model progressively improves as the resolution is increased 

Precipitable Water 
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Fig. 11. As in Figure 10 but for the zonally averaged distribution 
of PW(-2). 
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Fig. 13. As in Figure l0 but for the zonally averaged distribution 
of A(p W). 
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Fig. 14. As in Figure 10 but for the zonally averaged distribution 

of L Wclr,sfc (-2). A(p), mm day -I 
Fig. 16. Scatter diagram showing A(P) and A(PW) for the various 

models. 

from T21 to T106, the systematic error of the model, which 
represents the deficiencies of the simulated climate, im- 
proves as the resolution is increased from T21 to T63 (also 
see Boville [ 1991]) but does not improve much further as the 
resolution is increased from T63 to T106. This implies that 
dramatically increased computer power would not, by itself, 
be sufficient to greatly improve either our ability to simulate 
the present climate or our confidence in climate change 
simulations produced by existing models. Improvements in 
climate simulation and climate forecasting must come pri- 
marily from improved understanding of the physics of the 
climate system. 

Surface Longwave Clear SkyFlux 
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