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SUMMARY

This study reports the Single-Column Model (SCM) part of the Atmospheric Radiation Measurement
(ARM)/the Global Energy and Water Cycle Experiment (GEWEX) Cloud System Study (GCSS) joint SCM
and Cloud-Resolving Model (CRM) Case 3 intercomparison study, with a focus on evaluation of cumulus
parametrizations used in SCMs. Fifteen SCMs are evaluated under summertime midlatitude continental conditions
using data collected at the ARM Southern Great Plains site during the summer 1997 Intensive Observing Period.
Results from ten CRMs are also used to diagnose problems in the SCMs.

It is shown that most SCMs can generally capture well the convective events that were well-developed
within the SCM domain, while most of them have dif!culties in simulating the occurrence of those convective
events that only occurred within a small part of the domain. All models signi!cantly underestimate the surface
stratiform precipitation. A third of them produce large errors in surface precipitation and thermodynamic
structures. De!ciencies in convective triggering mechanisms are thought to be one of the major reasons. Using a
triggering mechanism that is based on the vertical integral of parcel buoyant energy without additional appropriate
constraints results in overactive convection, which in turn leads to large systematic warm/dry biases in the
troposphere. It is also shown that a non-penetrative convection scheme can underestimate the depth of instability
for midlatitude convection, which leads to large systematic cold/moist biases in the troposphere.

SCMs agree well quantitatively with CRMs in the updraught mass "uxes, while most models signi!cantly
underestimate the downdraught mass "uxes. Neglect of mesoscale updraught and downdraught mass "uxes in the
SCMs contributes considerably to the discrepancies between the SCMs and the CRMs. In addition, uncertainties
in the diagnosed mass "uxes in the CRMs and de!ciencies with cumulus parametrizations are not negligible.

Similar results are obtained in the sensitivity tests when different forcing approaches are used. Finally,
sensitivity tests from an SCM indicate that its simulations can be greatly improved when its triggering mechanism
and closure assumption are improved.

KEYWORDS: Continental cumulus convection Single-column models

1. INTRODUCTION

Parametrization of physical processes associated with cumulus convection, radiation
and cloud formation in general circulation models (GCMs) has proven to be extremely
¤ Corresponding author: Atmospheric Sciences Division (L-103), Lawrence Livermore National Laboratory,
PO Box 808, Livermore, CA 94551, USA. e-mail: xie2@llnl.gov
c° Royal Meteorological Society, 2002. J. C. Petch’s contribution is Crown copyright.
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challenging, largely because it involves complicated scale interactions among different
processes that are not well understood. Given the large uncertainties in parametrizations,
a systematic evaluation and an intercomparison of the parametrization schemes used in
different GCMs are essential steps in further developing and improving parametriza-
tions. For this purpose, the ARM¤ Cloud Parameterization and Modeling (CPM) Work-
ing Group (WG) and the GCSS† WG 4 have conducted a series of model intercom-
parison case-studies using data collected from the ARM Southern Great Plains (SGP)
Cloud and Radiation Testbed (CART) site and other !eld measurements (e.g. TOGA
COARE‡; Webster and Lukas 1992).

The Single-Column Model (SCM) and Cloud-Resolving Model (CRM) are two
approaches used to test and develop parametrizations in the intercomparison studies
(Browning 1994; Randall et al. 1996). An SCM represents a grid column of a GCM,
where the large-scale advective tendencies are speci!ed from observations and/or large-
scale models, and the model parametrizations are integrated forward in time. The
simulated results can then be compared to observations. A CRM is a model with
suf!cient resolution to resolve the dynamical structures of cloud systems. It is designed
to explicitly simulate the cloud-scale processes that must be parametrized in a GCM
or SCM. Since CRMs can compute some !elds that are very dif!cult to observe, such
as the vertical distributions of cumulus mass "uxes and liquid water and ice, results
from CRMs are useful to diagnose problems with SCMs. However, CRMs contain
parametrizations such as cloud microphysics and turbulence. Thus, their results need
to be used cautiously.

The earlier intercomparison case-studies include a midlatitude continental case
(Case 1) conducted by ARM CPM WG and two tropical oceanic cases conducted by
GCSS WG 4. The midlatitude continental case-study uses data collected from the ARM
SGP CART site during the summer 1995 Intensive Operational Period (IOP; Ghan et al.
2000). Ghan et al. (2000) focuses on evaluating different methodologies such as the
objective analysis methods for deriving large-scale advective tendencies, large-scale
forcing methods for use in SCMs and CRMs and the methods used to estimate surface
"ux forcing.

The two GCSS case-studies are both based on data collected during the TOGA
COARE IOP. The !rst case-study focuses on the detailed study of a squall line on
a time-scale of hours. Results from CRMs are compared with kinematic and radar
re"ectivity observations from airborne Doppler radar (Redelsperger et al. 2000). The
SCMs are forced by temperature and moisture tendencies computed from a reference
CRM simulation, and SCM results are evaluated by outputs from the reference CRM
(Bechtold et al. 2000). The second GCSS case simulates the multi-day evolution of
cloud systems during the 20–26 December 1992 subperiod, driven by the observed
large-scale forcing and sea surface temperature (Krueger et al. 2002). The consensus
of both SCM and CRM simulated results is compared against available observations.

In line with these earlier case-studies, the ARM CPM WG and the GCSS WG 4
have conducted a joint SCM and CRM Case 3 intercomparison study, based on the
data collected from the ARM SGP site during the summer 1997 IOP (Cederwall et al.
2000). Compared with the earlier cases, the Case 3 study is aimed at advancing the
understanding of midlatitude continental convection. It also involves more CRMs (ten)
and SCMs (!fteen) compared to the earlier studies. In addition, this study breaks the IOP

¤ Atmospheric Radiation Measurement program (Stokes and Schwartz 1994).
† Global Energy and Water Cycle Experiment (GEWEX) Cloud System Study.
‡ Tropical Ocean–Global Atmosphere Coupled Ocean–Atmosphere Response Experiment.
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into several short subperiods with each lasting for 4 or 5 days, based on different weather
conditions, to avoid the problem of simulations that drift away from observations over
long time integrations (Ghan et al. 2000) and to make the evaluation more meaningful,
especially for SCMs.

The present work reports the SCM part of the Case 3 intercomparison study. The
CRM results are described in a companion paper (Xu et al. 2002). The focus of the
current paper is on the evaluation of cumulus parametrizations used in SCMs. This
is motivated by the critical role of cumulus convection in large-scale circulations.
Besides, a detailed analysis of cumulus parametrizations can help better understand
SCM simulations that are usually dif!cult to interpret because of uncertainties in both
the observed large-scale input data and the model parametrizations (Ghan et al. 2000).

Evaluation of individual cumulus parametrizations can be found in many early
studies (e.g. Lord and Arakawa 1982; Grell et al. 1991; Xu and Arakawa 1992).
Most of them use data obtained from tropical oceanic regions, such as the GATE ¤
dataset (Thompson et al. 1979). This is partly due to inadequate !eld measurements
in the midlatitudes. There are signi!cant differences between the environments of
the tropical and midlatitude continental convective systems such as: the underlying
surface, the moisture content in the atmospheric column, the depth of the subcloud
layers and instability/inhibition as summarized in Xu and Randall (2000). Extratropical
summertime convection is signi!cantly different from tropical convection. For example,
extratropical convection can be formed by the lifting of a potentially unstable layer
of upper air rather than of the near-surface air. Ogura and Jiang (1985) and Wu
(1993) showed that deep clouds dominate the cloud population in the midlatitude
convective systems. Therefore, some assumptions made in the parametrizations based
on tropical observations may not be suitable for use over midlatitude continents. For
example, Xie and Zhang (2000) evaluated the deep convection scheme used in the
NCAR† Community Climate Model version 3 (CCM3) using the ARM SGP data.
They found that the use of a positive CAPE (convective available potential energy) to
trigger convection resulted in an overestimation of convection during the daytime and
underestimation during the night-time due to the strong diurnal heating that controls the
variation of CAPE. Thus, validation of cumulus parametrizations against the midlatitude
data is a necessary step for further improvements of cumulus parametrizations.

In this paper, we compare and evaluate cumulus parametrizations in 15 SCMs using
the ARM SGP summer 1997 IOP data, which covers several continental convective
events. The purpose of this paper is to systematically compare and evaluate the per-
formance of these cumulus parametrizations under summertime midlatitude continental
conditions. Through this study, we hope to identify strengths and weaknesses of these
cumulus parametrizations and hence eventually lead to further improvements by indi-
vidual participating groups.

2. MODEL DESCRIPTIONS

Table 1 lists the 15 SCMs participating in the intercomparison study. Most of the
SCMs are the same models that participated in the earlier case-study (Ghan et al. 2000)
except for CCCma1 SP, ECMWF, GISS, MesoNH, MOUM and CCM3/SIO.

The parametrization schemes for deep and shallow/midlevel convection in these
SCMs are listed in Table 2. It is seen that deep convection schemes used in some models

¤ Global Atmospheric Research Program (GARP) Atlantic Tropical Experiment.
† National Center for Atmospheric Research.
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TABLE 1. SUMMARY OF SCMS USED IN THE INTERCOMPARISON STUDY

Model (SCM) Model full name Reference(s)

CCCma Canadian Center for Climate Modeling
and Analysis, version 0

Lohmann et al. (1999)

CCCma1 SP Canadian Center for Climate Modeling
and Analysis, version 1

McFarlane et al. (1992); von Salzen and
McFarlane (2002)

CCM3 NCAR Community Climate Model,
version 3

Kiehl et al. (1996); Hack et al. (1998)

CCM3/SIO Scripps Institution of Oceanography
version of CCM3

Kiehl et al. (1996); Hack et al. (1998);
Zhang (2002)

CCM3/SUNY State University of New York version of
CCM3

Kiehl et al. (1996); Hack et al. (1998);
Xie and Zhang (2000)

CSIRO Commonwealth Scienti!c and Industrial
Research Organization Mark 3
(developmental)

Rotstayn (1997); Rotstayn et al. (2000)

CSU Colorado State University Randall and Cripe (1999)
ECMWF European Centre for Medium-Range

Weather Forecasts
Gregory et al. (2000) and Gregory (2001)

GFDL NOAA Geophysical Fluid Dynamics
Laboratory

See Ghan et al. (2000) for description of
the GFDL model

GISS NASA Goddard Institute for Space
Studies

Del Genio and Yao (1993), and Del Genio
et al. (1996)

McRAS Microphysics of cloud/Relaxed
Arakawa-Schubert scheme

Takacs et al. (1994); Sud and Walker
(1999a,b)

MesoNH Modele Mesoechelle Non-Hydrostatique Lafore et al. (1998)
PNNL/CCM2 Paci!c Northwest National Laboratory

version of CCM2
Hack et al. (1993); Ghan et al. (1997)

Scripps Scripps Institution of Oceanography Iacobellis and Somerville (2000)
MOUM Met Of!ce Uni!ed Model Pope et al. (2000)

are very similar. For example, the schemes used in CCCma, CCCma1 SP, CCM3,
CCM3/SIO, CCM3/SUNY and Scripps were originally proposed by Zhang and McFar-
lane (1995, henceforward ZM). GFDL and McRAS use a relaxed Arakawa–Schubert
scheme (Arakawa and Schubert 1974, henceforward AS) that was originally proposed
by Moorthi and Suarez (1992). And the bulk mass "ux scheme proposed by Gregory
and Rowntree (1990) is used in CSIRO and MOUM with some modi!cations.

All of the deep convection schemes are based on the mass "ux approach, which uses
either spectral cloud ensemble models similar to AS (e.g. CSU, GFDL and McRAS) or a
bulk cloud ensemble model (e.g. CSIRO, ECMWF, GISS, MesoNH, PNNL/CCM2 and
MOUM). In the bulk mass "ux method, only one single cloud model is used to represent
an average over all cloud types within a convective ensemble. Therefore, unlike the
spectral method, the bulk method does not have explicit assumptions on the mass and
thermodynamic budgets of sub-ensembles of cumulus clouds, and does not give explicit
information on the mass spectrum of various cloud types. In addition, the entrainment
and detrainment rates in the bulk method are often set to correctly estimate the maximum
cloud-top height, while they are dependent on the spectral cloud distribution in the
spectral method. Yanai et al. (1976) showed that these two types of methods gave nearly
identical total vertical cloud mass "ux for tropical convection.

It should be noted that the ZM scheme is different from the conventional bulk mass
"ux schemes. It is based on the same spectral rising plume concept as used in AS.
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TABLE 2. SUMMARY OF DEEP AND SHALLOW/MIDLEVEL CONVECTION SCHEMES USED IN THE SCMS

Model Deep convection scheme Shallow/midlevel convection scheme

CCCma Revised ZM (Lohmann, personal
communication)

No

CCCma1 SP Prognostic ZM (von Salzen, personal
communication)

von Salzen and McFarlane (2002)

CCM3 ZM Hack (1994)
CCM3/SIO Revised ZM (Zhang 2002) Same as CCM3
CCM3/SUNY Revised ZM (Xie and Zhang 2000) Same as CCM3
CSIRO Bulk mass "ux (Gregory and Rowntree

1990; Gregory 1995)
The deep convection scheme applicable to
all types of convection

CSU Prognostic AS (Ding and Randall 1998) No
ECMWF Bulk mass "ux (Tiedtke 1989; Gregory

et al. 2000; Gregory and Guichard, 2002)
Mass "ux treatment but different
closure/speci!cation compared to deep
convection

GFDL Relaxed AS (Moorthi and Suarez 1992) No
GISS Bulk mass "ux (DelGenio and Yao 1993) The deep convection scheme applicable to

all types of convection
McRAS Revised relaxed AS (Sud and Walker

1993)
No

MesoNH Bulk mass "ux (Bechtold et al. 2001) The deep convection scheme applicable to
all types of convection

PNNL/CCM2 Bulk mass "ux (Hack 1994) The deep convection scheme applicable to
all types of convection

Scripps ZM No
MOUM Bulk mass "ux (Gregory and Rowntree

1990; Gregory 1995)
The deep convection scheme applicable to
all types of convection

ZM is Zhang and McFarlane (1995).
AS is Arakawa and Schubert (1974).

The bulk entrainment rate as a function of height is the same as a spectral model
would produce because the same spectral concept is used to estimate it. However, by
assuming a constant spectral distribution in cloud-base mass "ux, the thermodynamic
equations are reduced to the bulk form. The ZM scheme is designed primarily to treat
deep convection, therefore some models use an additional scheme for shallow and mid-
level convection. In contrast, the conventional bulk mass "ux schemes are designed to
represent shallow, mid-level and deep convection as functions of the cloud depth and
the starting level.

Other important features of these cumulus parametrizations are summarized in
Table 3, such as closure assumptions, triggering mechanisms and convective down-
draughts. Most models use a closure based on the assumption that CAPE is consumed by
cumulus convection over a given time-scale (CAPE closure). The time-scale is usually
set to be a few hours. CCM3/SIO revises the CAPE closure for the ZM scheme so that
the cloud-base mass "ux is determined by the CAPE generation rate due to the large-
scale tropospheric forcing (Zhang 2002). CSU employs a prognostic closure using the
cumulus kinetic energy (Pan and Randall 1998) for the AS scheme. CCCma1 SP uses
a similar prognostic closure suggested by Pan and Randall (1998) to account for the
effects of self-organization of convective systems for the ZM scheme (von Salzen 2001,
personal communication). Some of the bulk mass "ux schemes use a closure based on a
stability-dependent mass "ux (i.e. CSIRO, GISS and PNNL/CCM2).
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TABLE 3. SUMMARY OF SOME RELEVANT ASPECT S OF THE DEEP CONVECTION SCHEMES

Model Closure Triggering mechanism Downdraughts

CCCma CAPE CAPE > 0 and buoyancy at
LCL > 0:1 K

Convective precipitation
induced downdraughts.
Downdraughts starting at or
below the updraught
detrainment layer. No
downdraughts below cloud
base

CCCma1 SP Prognostic closure CAPE > 0 Same as CCCma
CCM3 CAPE CAPE > 0 Same as CCCma
CCM3/SIO CAPE generation rate CAPE generation rate > 0 Same as CCCma
CCM3/SUNY CAPE Positive dynamic CAPE Same as CCCma
CSIRO A stability-dependent

mass "ux
Parcel buoyancy Downdraughts exist if the

updraught is saturated and the
depth of cloud layer exceeds
150 hPa. Downdraughts not
allowed within 100 hPa of the
surface

CSU A prognostic closure
using the cumulus
kinetic energy

CWF > 0 and constraints
on the entrainment rate and
the saturation of cloudy air
at the cloud top

No

ECMWF CAPE Parcel buoyancy Convective precipitation
induced downdraughts.

GFDL Relax the state toward
quasi-equilibrium

CWF > 1:4 ¤ CWFclim for
a given updraught type

No

GISS Cloud base neutral
buoyancy

Parcel buoyancy Downdraughts speci!ed to be
a third of updraughts

McRAS Same as GFDL CWF > 0 and RH > RHcrit Rain-evaporation induced
downdraughts

MesoNH CAPE Parcel buoyancy and
vertical motion

Convective precipitation
induced downdraughts

PNNL/CCM2 A stability-dependent
mass "ux

Parcel buoyancy No

Scripps CAPE CAPE > 0 Same as CCCma
MOUM CAPE Parcel buoyancy Similar to CSIRO

CWF is the cloud work function de!ned by Arakawa and Schubert (1974); CWFclim is the climatological value
of CWF given in Lord and Arakawa (1980); CAPE is convective available potential energy; LCL is the lifting
condensation level.

The primary triggering mechanisms used in these cumulus parametrizations are
either based on CAPE (or CWF¤), or based on local parcel buoyancy. The former
measures the instability based on the vertical integral of parcel buoyant energy, while
the latter measures the instability by lifting a parcel through a speci!c distance or be-
tween two model layers. Most schemes with the CAPE/CWF triggers need additional
constraints as shown in Table 3. For example, CCM3/SUNY requires a positive con-
tribution from large-scale dynamic processes to the existing positive CAPE (Xie and
Zhang 2000). McRAS uses the relative humidity (RH) that exceeds 0.9 times the critical
value, RHcrit, for stratiform condensation, in addition to the positive CWF.

¤ The cloud work function (CWF) as de!ned by Arakawa and Schubert (1974) is a function of cloud types and is
equal to CAPE when the entrainment rate is zero.
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Another feature seen from Table 3 is that convective-scale precipitation-driven
downdraughts are parametrized in most of the models except for PNNL/CCM2, CSU
and GFDL. In addition, almost all models treat convection as penetrative convection
except for PNNL/CCM2 which uses a convection scheme that is based on a three-level
non-entraining cloud model (Hack 1994).

There are also many differences among the SCMs in parametrizing physical pro-
cesses such as stratiform cloud formation, radiation and turbulent processes. For
example, most models use a prognostic scheme to predict stratiform cloud condensate,
except for CCCma1 SP, CCM3, CCM3/SIO and CCM3/SUNY which use a diagnostic
scheme to estimate cloud fraction and cloud condensate. Some models (CSU, ECMWF,
GFDL, GISS, McRAS, MesoNH, PNNL/CCM2 and Scripps) consider the detrainment
of condensate water from cumulus clouds in their prognostic cloud scheme. Radiation
schemes in most models are from either the ECMWF model or the NCAR CCM. They
employ a variety of turbulent parametrization schemes. Detailed descriptions of these
schemes can be found in the references listed in Table 1.

3. DATA

The data used to drive and evaluate the SCMs and CRMs were collected at the
ARM SGP site during the summer 1997 IOP, from 18 June (2330 UTC, Julian day 170)
to 17 July (2330 UTC, Julian day 199; hereafter Day is used instead of Julian day).
Observations at the ARM site used to characterize the atmospheric column include:
three-hourly soundings at !ve locations, surface data from the meteorological network,
wind pro!ler data, satellite data and radar rainfall estimates; details are given in Ghan
et al. (2000). The horizontal and vertical advective tendencies of temperature and
moisture and vertical velocity are derived from the constrained variational analysis
(Zhang and Lin 1997; Zhang et al. 2001). In the analysis, the atmospheric state variables
are forced to satisfy the conservation of mass, heat, moisture and momentum. Ghan et al.
(2000) showed that the variational analysis approach signi!cantly improved the quality
of the input data, and thereby the SCM simulations.

The summer 1997 IOP contained a wide range of summertime weather conditions.
The ARM SGP site experienced several intensive precipitation events and dry and
clear days during this IOP (Fig. 1), associated with the activities of the large-scale
upper-level troughs and ridges over the North American continent. The three subperiods
de!ned by A, B and C in Fig. 1, with each including two or three precipitation events and
lasting for 4 or 5 days, were selected to test model performance. To help illustrate the
synoptic conditions during the three subperiods, Fig. 2 shows a series of 4 km resolution
infrared cloud images, corresponding to the peaks of the eight strong precipitation events
that occurred on Days 179, 180–181, 190, 191, 192, 195, 196 and 197–198, from the
seventh NOAA GOES¤ (GOES-7) measurements. The circle in Fig. 2 is the variational
analysis domain or the SCM domain.

Subcase A features a weak precipitation event that occurred on Day 179 and a strong
precipitation event on Days 180–181. The weak precipitation event was associated with
very moist air along with the tail end of a front moving eastward across the SGP site.
Several localized individual thunderstorms developed in early morning in the southern
part of the SCM domain. However, the domain-averaged precipitation was very weak.
The heavy precipitation event on Days 180–181 was mainly associated with a complex
of thunderstorms that developed in south-eastern Kansas in the late evening of Day 180

¤ National Oceanic and Atmospheric Administration Geostationary Operational Environmental Satellite.
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Figure 1. Time series of the observed surface precipitation rates during the summer 1997 Intensive Observing
Period. Labels A, B and C show the three subcases selected in the study.

local time (here local noon corresponds to 1700 UTC) and moved south-eastward across
the SCM domain during Days 180–181. The strong convective complex affected the
major parts of the SCM domain. This convective event was well captured by the ARM
sounding array.

Subcase B contained three precipitation events. The !rst one (Day 190) was related
to a complex of thunderstorms that developed in south-eastern Kansas during the
evening of Day 190 and moved south-eastward into south-western Missouri and north-
eastern Oklahoma overnight. Only the northern edge of the ARM sounding array
experienced heavy rainfall judging from the Arkansan Basin Red River Forecast Center
(ABRFC) 4 km WSR-88D radar precipitation estimates (not shown). The other two
precipitation events (Days 191 and 192) were more localized. They were associated with
a developing upper-level trough that extended south-eastward over the North American
continent. The southern edge of the trough moved across the SCM domain and brought
in a moist and unstable air mass to the area. The large-scale circulation and diurnal
heating allowed isolated/scattered showers and thunderstorms to develop within the
SCM domain in late afternoon and evening during Days 191 and 192.

Subcase C experienced one very weak precipitation event on Day 195 and two
consecutive precipitation events over the last three days. The weak precipitation event
was associated with isolated thunderstorms along with a slow moving cold front. The
convective system developedwithin the SCM domain, however, it only occupied a small
part of the SCM domain; most of the SCM domain was clear. The second precipitation
event on Day 196 was associated with a trough of low pressure moving eastward into
the SGP site. A complex of thunderstorms started to develop early in the morning of
Day 196 in the north-western part of the SCM domain and then slowly moved over
the entire domain. The third precipitation event was associated with a nearly stationary
upper-level trough that developed and extended south-eastward across the SGP site.
Thunderstorms developed during the evening between Wichita, Kansas and Ponca City,
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Figure 2. Satellite infrared cloud images corresponding to the peaks of the eight strong precipitation events that
occurred on Julian days 179, 180–181, 190, 191, 192, 195, 196 and 197–198 during the summer 1997 Intensive

Observing Period.
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Figure 3. Time–height cross-sections of observed large-scale advective tendencies of: (a), (b) and (c) temper-
ature (K day¡1) for Subcases A, B and C, respectively; (d), (e) and (f) similar but for moisture (g kg¡1day¡1);
(g), (h) and (i) similar but for surface precipitation rates (mm day¡1). In (a) to (f) contour values are ¡35, ¡30,
¡25, ¡20, ¡15, ¡10, ¡5, ¡3, ¡1, 1, 3, 5, 10, 15, with areas greater than 5 or less than ¡5 shaded, and negative

contours dotted.

Oklahoma and it continued to rain over the same general area for about 12 hours. The
north-eastern part of the domain experienced heavy rainfall.

As described above, for the eight precipitation events of the three subcases some
of the convective events were located well within the SCM domain and some were not.
For the latter cases, the SGP sounding array may not properly capture the characteristics
of the strong convective complex.

4. INTERCOMPARISON AND INTERPRETATION OF SIMULATION RESULTS FROM THE
BASELINE EXPERIMENT

The baseline experiment in this study uses the horizontal and vertical advective ten-
dencies of temperature, moisture and surface "uxes speci!ed from the observations, and
the radiative heating rates are calculated from model parametrizations; see Cederwall
et al. (2000) for a detailed description of experiment design. Figure 3 shows the total
large-scale advective tendencies of temperature and moisture, and the corresponding
surface precipitation rates for Subcases A, B and C. It is seen that the forcing is very
strong during the strong precipitation event that occurred on Day 181 in Subcase A,
and it is relatively weak during other precipitation periods. In general, the observed
precipitation events correspond to the large-scale advective cooling in the middle and
upper troposphere (maximum centred at 400–450 hPa) and moistening in the lower
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TABLE 4. TIME-MEAN SURFACE PRECIPITATION
RATES (mm DAY¡1/

Convective events
(Julian days) Total Cumulus Stratiform

179 (A) 4.14 2.17 1.97
180–181 (A) 24.7 20.1 4.6
190 (B) 9.33 7.20 2.13
191 (B) 10.54 7.13 3.41
192 (B) 7.27 3.61 3.76
195 (C) 1.96 1.56 0.40
196–197 (C) 6.30 4.97 1.33
197–198 (C) 10.0 6.92 3.07
Total mean 9.28 6.70 2.58

Letters A, B and C in parenthesis denote Subcases A, B
and C.

troposphere (maximum centred at about 750 hPa); however, for the !rst precipitation
events in Subcases B and C, the upper-level advective cooling is actually associated
with weak low-level moisture divergence. Recall that only small portions of the SCM
domain experienced precipitation during these two precipitation events. This suggests
that the domain-averaged large-scale forcing may not be able to properly capture the
typical thermodynamic structure of a strong convective complex.

(a) Surface precipitation rates
Surface precipitation rates are closely related to model cumulus convection schemes,

therefore they are evaluated !rst. The satellite images clearly show that the precipitation
events during these subperiods were associated with mesoscale convective systems
that were in"uenced by the large-scale circulations. To quantitatively demonstrate the
relative importance of cumulus clouds and stratiform clouds in these convective events,
we partitioned the total rainfall into convective and stratiform components based on
the ABRFC 4 km radar data using the algorithm developed by Johnson and Hamilton
(1988). They used 6 mm h¡1 as the threshold for convective–stratiform partitioning of
an OK PRE-STORM¤ squall line.

Most of the convective events are dominated by cumulus precipitation, especially in
the case of the strong precipitation event that occurs on Days 180–181, in which more
than 80% of surface rainfall is from cumulus clouds (Table 4). The exceptions are the
!rst precipitation event in Subcase A and the third precipitation event in Subcase B,
in which cumulus clouds and stratiform clouds have comparable contributions to the
total precipitation. For all three subperiods combined, 72% of surface rainfall is from
cumulus clouds, but 28% are from stratiform clouds.

Figures 4(a)–(f) show time series of the total and stratiform precipitation rates
estimated from the radar data (black line) and simulated from 13 SCMs for Subcases A,
B and C. Note that results from CCM3/SIO and CCM3/SUNY are not shown in the
baseline experiment. Because these two models are identical to CCM3 except for some
details of cumulus parametrizations, their results will be shown in section 5 to illustrate
the sensitivity of CCM3 simulations to different convective triggering mechanisms and
closure assumptions.

It is seen that most models simulate reasonably well the strong precipitation event
(Days 180–181) in Subcase A and the last two precipitation events (Days 191–192) in

¤ Oklahoma-Kansas Preliminary Regional Experiment for STormscale Operational and Research Meteorology.
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Figure 4. Time series of observed (black line) and simulated rates of: (a), (b) and (c) total surface precipitation
for Subcases A, B and C, respectively; (d), (e) and (f) similar but for stratiform surface precipitation. Models

shown in the key are discussed in the text.
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TABLE 5. TIME-MEAN TOTAL PRECIPITATION RATES
(mm DAY¡1/ DURING SUBPERIODS A, B AND C

Models Subcase A Subcase B Subcase C

Observation 8.21 4.17 4.72
CCM3 13.18 10.88 9.28
Scripps 10.83 6.98 7.09
CCCma 3.25 1.62 1.69
CCCma1 SP 11.76 5.93 6.92
CSU 8.78 6.05 5.56
McRAS 9.10 4.76 4.45
GFDL 8.79 4.92 4.38
ECMWF 6.88 N/A 3.05
GISS 8.37 5.07 4.56
CSIRO 8.41 4.91 4.00
MOUM 8.92 5.00 5.54
PNNL/CCM2 5.63 3.23 2.86
MesoNH 6.98 6.1 4.71

Subcase B, though they are less successful in simulating the rest of the convective events
(Figs. 4(a)–(c)). A noticeable feature appearing in Figs. 4(a)–(c) is that some models
show large spurious precipitation during non-precipitation periods. This is especially
true for the models that use positive CAPE only as a triggering mechanism (see Table 3),
such as CCM3, Scripps and CCCma1 SP. They produce pronounced diurnal variations
of surface precipitation that are not observed. This is less serious in those models with
triggering mechanisms based on CAPE/CWF with additional constraints or the parcel
buoyancy methods, except for CSU in which convection is occasionally too active.
It is also noticed that CCCma largely underestimates most of the precipitation events.
This suggests that the revised triggering mechanism for ZM used in CCCma overly
inhibits convection. PNNL/CCM2 also underestimates the magnitudes of most of the
precipitation events except for the last two events in Subcase B.

Figures 4(d)–(f) show that stratiform precipitation rates are greatly underestimated
in all SCMs. For most of the convective events little stratiform precipitation is produced
in most models. Only ECMWF and GISS produce reasonable stratiform precipitation
amounts during the strong precipitation event in Subcase A. This is partly because
cumulus convection is too active in most models, and cumulus convection consumes
most of the moisture transported from the boundary layer. Assumptions on detrainment
of condensate water from cumulus clouds could also contribute to this problem.

Table 5 shows the time-averaged total precipitation rates for Subcases A, B
and C. Consistent with the discussion above, CCM3, Scripps, CCCma1 SP, MesoNH
(Subcase B only) and CSU (Subcase B only) greatly overestimate the observed sur-
face precipitation rates, while CCCma, ECMWF, MesoNH (Subcase A only) and
PNNL/CCM2 greatly underestimate the observed values of all subperiods. The rest of
the models have time-averaged precipitation rates within 1 mm day¡1 of the observa-
tions.

To quantify the statistical similarity among the models, Figs. 5(a) and (b) present a
Taylor diagram (Taylor 2001) for the total and convective surface precipitation !elds,
respectively. In Fig. 5, points A1 to A3 represent the models that use CAPE-only
triggers, points B1 to B4 represent the models that use CAPE/CWF triggers with
additional constraints, points C1 to C5 represent the models that use the parcel buoyancy
triggers, point X represents the consensus of ten CRMs results (Xu et al. 2002), and
point Obs represents the observations. Note that a CRM consensus for convective
precipitation is not shown because only a few models provide the data. For simplicity,
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Figure 5. A Taylor diagram showing how closely the simulated surface precipitation rates match observed values
for: (a) total precipitation rate, and (b) convective precipitation rate, both for Subcase B. This polar style graph is
designed to show the correlation coef!cient for a !eld between observations and simulations (azimuthal position),
the standard deviation of observed and simulated !elds (radial distances), and the RMS errors once any overall bias
has been removed (the distance connecting the observation and simulation points). Note that the RMS error and
the standard deviation are normalized by the standard deviation of the corresponding observed !eld. The standard
deviation of the observed !eld is normalized by itself and it must, therefore, always be plotted at unit distance
from the origin along the abscissa. Labelled points represent RMS errors for different models: A1 denotes CCM3,
A2 Scripps, A3 CCCma1 SP, B1 CCCma, B2 CSU, B3 McRAS, B4 GFDL, C1 GISS, C2 CSIRO, C3 MOUM,
C4 PNNL/CCM2, C5 MesoNH, X the consensus of ten CRMs, and Obs observations. See text for details of the

models.
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here we only show results for Subcase B. Results from Subcase A for most models
except CCCma show much better agreement with the observations than those from
Subcase B, because Subcase A is characterized by a strong precipitation event associated
with a strong large-scale forcing (Figs. 3(a), (d) and (g)) and most schemes could
simulate the convection well in such environments. Results from Subcase C are similar
to Subcase B.

Comparing Figs. 5(a) and (b), almost all models except CCCma (B1) show better
agreement with the observations for the total precipitation !eld than for its convective
part in terms of the RMS error and the amplitude of temporal variability, while the
correlation coef!cients are similar for both !elds. Another feature is that most models
except CCCma overestimate the observed temporal variations in the convective precipi-
tation !eld. This is consistent with the fact that most models overestimate the convective
precipitation and underestimate the stratiform precipitation, as discussed earlier.

In general, the models that use the CAPE-only triggers and CSU (point B2) produce
the least agreement with the observations. The rest of the models generally produce
comparable results to the CRM consensus (point X). Note that the CRMs have much
smaller inter-model differences in the surface precipitation !eld than those seen in the
SCMs and the !rst precipitation event is severely delayed in Subcase B (Xu et al. 2002).
The comparable results suggest that these SCMs are doing as well as can be expected
given uncertainties in the forcing and the observed rainfall.

It is also noteworthy that the correlation coef!cients in these models, except GFDL
(B4) and PNNL/CCM2 (C4), are also quite small (less than 0.6). The small coef!cients
are partly due to the failure by these SCMs to promptly initiate the !rst convective
event of Subcase B (Fig. 4(b)). This is also the case in all CRM simulations (Xu et al.
2002). The delayed convection may be caused by the dry thermodynamic pro!les at the
beginning of the event as discussed below.

Both SCMs and CRMs are driven by the area-averaged large-scale forcing. In some
instances, however, the forcing may not be representative of those convective events that
are only partly located within the SCM domain, such as the !rst precipitation events of
the three subcases (Fig. 2). Figures 6(a)–(d), respectively, show the vertical pro!les of
moist static energy (MSE, solid line) and saturated MSE (dashed line) at the beginnings
of four selected precipitation events that occurred on Days 180–181, 190, 191 and
195 of Subcases A, B and C, together with the sounding pro!les at the station where
convection is occurring. Figures 6(e)–(h), are the same as Figs 6(a)–(d) except that they
are calculated from the SCM domain average pro!les. The MSE values are normalized
by Cpd (1004 J kg¡1K¡1/, the speci!c heat at constant pressure. Comparing Figs. 6(a)–
(d) with Figs. 6(e)–(h), it is much easier to diagnose convection from the single-
sounding pro!les than from the SCM domain-averaged pro!les. Another noticeable
feature is that sometimes convection is triggered at higher levels (e.g. probably Day
191, Figs. 6(c) and (g)) and some models may not handle that well.

Figure 6 also helps us to understand why most models perform well for some
convective events and worse for the others. We have shown in Fig. 4 that most models
typically performed well for the convective events that occurred on Days 180–181
in Subcase A and Days 191–192 in Subcase B. Recall that these convective events
were well developed within the ARM SCM domain and most parts of the domain
experienced rainfall. Thus, the mean thermodynamic pro!les can properly describe the
characteristics of convective systems. As shown in Figs. 6(e) and (g), which correspond
to these convective events, the domain-averaged thermodynamic pro!les show that the
environmental atmospheres are conditionally unstable and there is enough moisture at
low levels to make a parcel lifted a reasonable distance buoyant. In contrast, for the
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Figure 6. Vertical pro!les of moist static energy (MSE, solid) and saturated MSE (dashed) corresponding to the
beginnings of four selected precipitation events. (a) Days 180–181, (b) Day 190, (c) Day 191, and (d) Day 195,
all with MSE calculated from the sounding pro!les at the station where convection is occurring; (e), (f), (g) and

(h) are similar but with the MSE calculated from the ARM SCM domain (see text) mean soundings.
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convective cases in which only a part of the domain was affected by convective systems,
such as the !rst precipitation events of Subcases B and C, the average pro!les (Figs. 6(f)
and (h)) are so dry at low levels that few cumulus parametrizations would be triggered.
This indicates that the problem with trying to validate SCMs against the timing of
speci!c convective events is that, without knowledge of the probability distribution
functions (pdfs) of temperature and moisture in the planetary boundary layer (PBL),
it is impossible to tell whether a pro!le that is not overly conducive to convection in
the mean has a tail of the distribution within the gridbox that is conducive. It suggests
a need to use CRMs to develop pdfs of PBL properties that might give developers of
SCMs insights into how to get the statistics of convective occurrence right.

The aforementioned discussions on the timing of simulated precipitation also sug-
gest that de!ciencies in convective triggering mechanisms are responsible for the precip-
itation errors in some models, such as CCM3, Scripps, CCCMa1 SP, CSU and CCCma.
It is also noted that the triggering mechanisms used in these models are all primarily
based on CAPE/CWF. The surface sensible- and latent-heat "uxes can greatly affect
the generation of CAPE over the land surface where these "uxes are large and have
strong diurnal variations. Over these areas convection could be more active for schemes
using CAPE/CWF than for those using parcel buoyancy as triggering mechanisms if no
additional constraint is used.

To help in discussing this issue, we analyse CAPE and CIN (convective inhibition)
based on the ARM observations for Subcases B and C (Fig. 7). The observed surface
precipitation rates are also shown. CAPE is calculated under the assumption that an air
parcel ascends along a reversible moist adiabat with the originating level at the surface.
CIN is the negative value of CAPE between the free convection level and the surface.

It is seen that CAPE exhibits strong diurnal variation, with its maximum during
daytime and minimum during night-time due to the strong solar diurnal cycle over the
land surface. The opposite is true for CIN which is usually large during non-precipitating
periods. A large CIN value prevents convection from consuming the large amount of
CAPE existing during these periods. Therefore, a positive CAPE is not a suf!cient
condition to trigger convection. In fact, there are obvious phase shifts between the
observed CAPE and surface precipitation rates since most of the convective events occur
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in late evening and early morning. Therefore, it is not surprising to see the excessive
initiation of convection in those models that use only the CAPE trigger to diagnose the
onset of convection. It should be noted that the triggering problem over tropical oceans
might not be as serious as over the midlatitude land, since the diurnal variation of CAPE
is weak over the sea due to weak diurnal "uctuations of surface "uxes.

(b) Cloud fractions and outgoing long-wave radiation "uxes
Because all SCMs include cloud parametrizations, in addition to cumulus para-

metrizations, it is necessary to show how the clouds and radiation are impacted by some
of the de!ciencies in cumulus parametrizations discussed earlier. Like Fig. 5, Fig. 8(a)
presents a Taylor diagram for column cloud fractions of Subcase B among the SCMs.
Note that cloud fraction data are not available for CSU (point B2). The observed cloud
fraction is from the retrievals of ground-basedmillimetre wave cloud radar (Moran et al.
1998) at the ARM central facility. Time series of the observations are shown in Xu et al.
(2002), which indicate rather large temporal variations for this subcase.

Most SCMs show large variabilities, as in the observations, except for CCM3
(point A1) and CCCma1 SP (point A3) which produce nearly overcast conditions at
most times. As mentioned earlier, no prognostic cloud parametrization is implemented
in these two models. Another noticeable feature shown in Fig. 8(a) is that there are large
differences among the models even where they use similar cumulus parametrizations.
This implies that the details in the cloud parametrizations impact the simulations of
cloud fraction. Compared to the consensus of CRM results, the SCMs generally show
better simulations in the amplitude of the temporal variability, but RMS errors are larger
and the correlations with the observations are mostly lower.

The observed outgoing long-wave radiative "uxes (OLR) at the top of the atmos-
phere (TOA) from GOES satellite observations are compared with simulations in
Fig. 8(b) also for Subcase B. Note that CRM results are not available because of the pre-
scribed radiation in their simulations. It is seen that most models exaggerate the ampli-
tude of the temporal variability compared with that observed, but CCM3 (point A1) and
Scripps (point A2) underestimate the temporal variability. Differences in OLR among
the SCMs are mainly in the amplitude of the temporal variabilities, compared to surface
precipitation rates and column cloud fractions (Fig. 5 and Fig. 8(a)). This suggests that
the impact of convection and stratiform cloud on the radiative energy is signi!cant in
the context of the SCM modelling approach.

(c) Temperature and moisture structures
The simulated temperature and moisture biases (Fig. 9) are averaged between

pressure levels 115–915 hPa to minimize their being in"uenced by PBL processes.
A noticeable feature seen in Fig. 9 is that the model simulations start to diverge
after a few hours of integration. The models with excessive precipitation, such as
CCM3, Scripps and CSU (Subcases B and C only), generally produce larger warm/dry
biases. The excessive convective activities result in more convective heating and drying.
CCCma also shows rather large warm/dry biases during most of the periods even though
the model largely underestimates the observed convective events; the reason is unclear
and needs to be investigated further. On the other hand, PNNL/CCM2 shows rather
large cold and moist biases; this is mainly related to the non-penetrative convection
scheme used in the model. As shown later, a non-penetrative convection scheme greatly
underestimates the depth of instability and therefore leads to large cold and moist biases.
For other models, temperature and moisture biases are relatively small for the layer
means.
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Figure 8. Same as Fig. 5 but for: (a) column cloud fractions, and (b) top of atmosphere outgoing long-wave
radiation "uxes, and in these the standard deviations are not normalized.

Next, the vertical structures of the temperature and moisture departures from ob-
servations, averaged over the three sub-periods, are shown in Fig. 10. For temperature
(Figs. 10(a)–(c)), most SCMs generally produce smaller errors in the middle troposphere
and slightly larger errors in the lower and upper troposphere. The exceptions are CCM3
and Scripps, which show large warm biases throughout the troposphere. In the upper
troposphere, the models with the ZM and AS types of convection schemes generally
produce warmer atmospheres than those with the conventional bulk mass "ux schemes
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temperature errors produced by the single-column models for Subcases A, B and C, respectively; (d), (e) and

(f) similar but for moisture. Models shown in the key are discussed in the text.
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Figure 10. Vertical pro!les of time-averaged: (a), (b) and (c) temperature errors produced by the single-column
models over Subcases A, B and C, respectively; (d), (e) and (f) similar but for moisture errors. Models shown in

the key are discussed in the text.

(see Table 2). CCM3 and PNNL/CCM2 are the two typical cases: the former shows
the largest warm biases and the latter shows the largest cold biases in the middle and
upper troposphere. It is also noteworthy that a majority of models produce warm biases
near the surface, suggesting possible errors in the speci!ed surface "uxes and surface
temperature. Besides, de!ciencies in PBL parametrizations and weak downdraughts in
SCMs (see section S4(d)) may also account for the large errors near the surface.

For moisture (Figs. 10(d)–(f)), McRAS, GFDL, GISS and ECMWF have rather
small biases in the entire troposphere, comparable to CRMs (Xu et al. 2002). However,
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at least !ve SCMs show much drier atmospheres than given by the observations between
500–800 hPa. This may be partly related to weak downdraughtmass "uxes produced in
SCMs, since evaporation of precipitation within cloud and mesoscale downdraughtsacts
to cool and moisten the convecting atmosphere. The moisture biases have large inter-
model differences in the entire troposphere, especially below 765 hPa. Dry biases are
associated with warm biases, and moist biases with cold biases in the lower troposphere.
It is also noted that CCCma has extremely large moist biases near the surface. This is
related to the large moistening produced from its turbulence parametrization (Lohmann
2001, personal communication).

Compared to SCMs, CRMs show much smaller biases in the simulated temperature
and moisture and much smaller inter-model differences (Fig. 5 in Xu et al. 2002).
The temperature biases are typically less than 1.5 K below 12 km and the moisture
biases are within 0.5 g kg¡1 for most CRMs. Considering that the cloud-scale processes
are explicitly resolved in CRMs, the CRM results further suggest that de!ciencies in
SCM cloud parametrizations are responsible for considerable amounts of the biases in
thermodynamic !elds. Furthermore, the magnitudes of the CRM biases also provide a
target for SCMs to further improve their parametrizations.

(d ) Cloud mass "ux
Cloud mass "uxes are highly related to convective heating/drying pro!les; however,

they are usually not easy to observe. In this study we make use of the cloud mass
"uxes diagnosed from CRMs to evaluate those produced from SCMs. The criteria for
diagnosing updraught (Mu/, downdraught (Md/ and net mass "uxes (Mc/ from CRMs
data are given in Xu et al. (2002).

Figures 11(a)–(c) compare the vertical structure of Mu, Md and Mc, respectively,
estimated from the SCMs with those diagnosed from the CRMs averaged over precipi-
tation periods (i.e. with observed precipitation rate > 0.36 mm day¡1/ of Subcases A,
B and C. Figures 11(d)–(f) are identical to Figs. 11(a)–(c) but for non-precipitation
periods (observed precipitation rate < 0:36 mm day¡1/. It should also be noted that the
radiative heating rate is speci!ed from the ECMWF analysis in the CRM simulations.
The solid black lines in Figs. 11(c) and (f) are the observed large-scale mean mass
"ux .M D ¡!/. A detailed description of individual CRM results can be found in Xu
et al. (2002). Data for the updraught and downdraught mass "uxes are not available for
ECMWF and GFDL, and three SCMs (i.e. CSU, GFDL, and PNNL/CCM2) do not have
downdraught parametrizations.

During precipitation periods (Figs. 11(a)–(c)), the CRMs show large Mu in the mid-
dle and upper troposphere between 300 and 700 hPa; M d has a magnitude comparable
with Mu, the maximum Md is around 600 hPa. As a result, Mc is relatively small com-
pared to Md and Mu; it is positive in the middle and upper troposphere and negative in
the lower troposphere. As shown in Raymond (1993), this is a typical vertical structure
of the net cloud mass "uxes in cumulonimbus clouds in midlatitudes where cloud base
heights and PBL depths are usually higher and the precipitation induced downdraughts
can equal or exceed updraughts in the lower parts of cumulonimbus clouds.

Compared to the CRMs, the updraught mass "ux in the SCMs is smaller in the mid-
dle and upper troposphere and larger in the lower troposphere. The latter is associated
with lower cloud base heights in SCMs. The downdraughts in the SCMs are very weak.
This leads to much larger net mass "uxes in virtually all SCMs, especially in the lower
troposphere. Most models fail to produce the negative mass "ux shown in the CRMs due
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Figure 11. Vertical pro!les of updraught, downdraught and net cloud mass "uxes averaged over precipitation
periods (observed precipitation rates > 0.36 mm day¡1/ and non-precipitation periods (observed precipitation
rates < 0:36 mm day¡1) of Subcases A, B and C. Black solid lines are observed large-scale mean mass "uxes
(¡!); black dashed lines and small bars represent the means and standard deviations of the mass "uxes across
the ten cloud-resolving models which are given in the key and discussed in the text: (a), (b) and (c) represent the
updraughts, downdraughts and net cloud mass "uxes, respectively, during precipitation periods; (d), (e) and (f)

are similar but for non-precipitation periods.

to the weak downdraughts and lower cloud base heights. Only MesoNH exhibits small
negative mass "ux in the lower troposphere because of its higher cloud base heights.

It should be noted that there are differences in de!ning cloud mass "uxes between
CRMs and SCMs. In the CRMs, the cloud mass "uxes contain all types of updraughts
and downdraughts including those of convective-scale and mesoscale. In contrast, the
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Figure 12. Vertical pro!les of: (a) updraught, (b) downdraught, and (c) net cumulus mass "uxes estimated
from the UCLA/CSU cloud-resolving model averaged over the precipitation periods of Subcases A, B and C.
Solid lines represent the total mass "uxes, dotted lines convective-scale contributions and dashed lines mesoscale

contributions.

SCMs only parametrize convective-scale updraughts and convective-scale precipitation-
induced downdraughts (see Table 3). This can partly explain why the differences are so
large. Many studies (e.g. Johnson 1980; Houze and Cheng 1981; Cheng and Yanai 1989)
have shown that mass "uxes in mesoscale updraughts and downdraughts are signi!cant
relative to convective mass "uxes.

The mesoscale and convective-scale mass "uxes diagnosed from the UCLA/CSU
CRM are used to discuss the importance of mesoscale updraughts and downdraughts
(Fig. 12). These data are not available from other CRMs. The mass "uxes are averaged
over the same precipitation periods as those in Figs. 11(a)–(c). The partitioning method
used for this analysis is described in Xu (1995). The maximum draught velocity below
the melting level is the main variable used to distinguish convective regions from
stratiform regions. An entire CRM column is classi!ed as a convective region if the
maximum draught velocity is at least twice the averaged value of two adjacent grid
columns, or exceeds 3 m s¡1, or the surface precipitation rate exceeds 25 mm h¡1. Some
other variables are also used to diagnose shallow convection columns. In addition, some
gravity-wave contributions are eliminated from the mass "ux pro!les by raising the
thresholds on the condensate mixing ratios to 3 £ 10¡4 g g¡1 when draught velocities
are less than 1 m s¡1. Table 6 provides time-means (all three subcases combined) of
total, convective and stratiform precipitation rates, as well as the ratio of the convective
and stratiform precipitation to the total precipitation, for the CRM and ABRFC radar
estimates. It is seen that the CRM-produced surface precipitation rates are in an excellent
agreement with the observations. The stratiform and convective components from the
CRM are also very close to the observational estimates. This provides con!dence in the
partition of the convective-scale and mesoscale mass "uxes from this CRM.

The UCLA/CSU CRM results indicate that convective-scale updraughts are a major
contributor to the total updraughtmass "ux at levels below 300 hPa (Fig. 12(a)). Its max-
imum mass "ux appears in the middle troposphere (!600 hPa) while the counterpart
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TABLE 6. SURFACE PRECIPITATION RATES
(mm DAY¡1) AVERAGED OVER SUBCASES A, B AND C

UCLA/CSU CRM Observations

Total 5.56 5.51
Convective 4.04 3.98
Stratiform 1.52 1.53
Convective/ total 0.73 0.72
Stratiform/total 0.27 0.28

of mesoscale updraughts appears in the upper troposphere (!300 hPa). In contrast to
the updraughts, mesoscale downdraughts have values comparable with convective-scale
downdraughts(Fig. 12(b)). The convective-scale downdraughtsare mainly located in the
lower troposphere. For the net mass "uxes, the convective-scale mass "ux is dominated
by the convective-scale updraughts throughout the entire troposphere except for the lev-
els below 800 hPa, while the mesoscale mass "ux is dominated by the mesoscale down-
draughts in the lower and middle troposphere (Fig. 12(c)). It is seen from Figs. 11(a) and
(b) that the SCMs generally capture well the convective-scale updraughts, but most of
the SCMs still signi!cantly underestimate the convective-scale downdraughtsexcept for
GISS. Most SCMs have higher maximum convective-scale updraught levels (400 hPa)
than the CRM (600 hPa). Nevertheless, a !rm conclusion cannot be drawn from this
comparison, due to noticeable differences among the CRMs (Fig. 11).

It should be noted that large uncertainties remain in the mass "ux diagnosed from
the CRMs and the methodology used for partitioning the total mass "ux into convective-
scale and mesoscale components. The presence of these uncertainties does not allow one
to fully explain the large discrepancies between the SCMs and the CRMs. For example,
Xu et al. (2002) show that the diagnosed mass "uxes in the CRMs include contributions
not only from convective-scale and mesoscale circulations but also from gravity waves,
since many different scales of motions are present in CRM simulations. Therefore, some
updraught and downdraught mass "uxes in the upper troposphere may be related to
unrealistically strong gravity-wave activities in the simulations.

The weak downdraughts in SCMs are also related to the assumptions made in the
parametrizations. For example, downdraughts in SCMs are limited so as not to exceed
certain amounts of the corresponding updraughts. Some schemes (e.g. ZM) assume
that no downdraughts are allowed below cloud base (see Table 3). In addition, too
strong downdraughtsmay overly suppress subsequent convection.An independent study
(Bechtold 2001, personal communication) shows that downdraughtscan be tuned to give
the right strength and good lower level temperature and moisture biases corresponding
to the CRM results, but the precipitation obtained was too low.

During non-precipitation periods (Figs. 11(d)–(f)), the updraught, downdraughtand
net cloud mass "uxes diagnosed from all CRMs are close to zero. However, some
SCMs such as CCM3, Scripps, CSU and CCCma1 SP generate large cloud mass "ux
during non-precipitation periods. This is closely related to the problem with triggering
convection, as discussed earlier.

Figure 11 also shows considerable inter-model differences among the SCMs. In gen-
eral, the CCM3, Scripps, CCCma1 SP and CSU produce smaller (larger) mass "uxes
than the others during precipitation (non-precipitation) periods. This suggests that
the warm and dry biases found in these models are mostly related to the spurious
convections generated over the non-precipitation periods. On the other hand, M c in
PNNL/CCM2 (Fig. 11(c)) is signi!cantly smaller in the upper troposphere than other
SCMs. The Mc is mainly located in the middle and lower troposphere with the maximum
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value around 600 hPa. Compared to other SCMs, PNNL/CCM2 typically has a higher
cloud base and a lower cloud top, which imply that this model, with a non-penetrative
convection scheme, underestimates the depth of instability. It is also noted that CCCma
produces the weakest cloud mass "ux. This is consistent with the fact that this model
overly suppresses convection as shown earlier.

(e) Apparent heat sources, Q1, and moisture sinks, Q2
The time-averaged apparent heat sources (Q1, Yanai et al. 1973) and contributions

from individual physical processes such as radiative heating (Qr), cumulus convection
(Q1c) and turbulent processes (Q1v), over precipitation and non-precipitation periods
of Subcases A, B and C are examined next. Note that the contributions from individual
physical processes are not available from some models. During precipitation periods,
the observed Q1 shows strong heating in the upper troposphere and weak cooling
below 765 hPa (Fig. 13(a)); the maximum heating is at about 400 hPa. Most models
reproduce well the observed Q1 above 700 hPa, while CCM3, Scripps and CCCma1 SP
overestimate the heating in the lower levels. Consistent with the weak mass "uxes,
PNNL/CCM2 greatly underestimates the strong heating in the upper troposphere. This
contributes to its large cold biases seen in the upper troposphere.

It is also seen that convective heating (Q1c) contributes the most to the total
Q1 for the levels above 865 hPa for all models. Below 865 hPa, radiative cooling
(Qr) and turbulent processes (Q1v) also have signi!cant contributions to the total Q1
(Figs. 13(b)–(d)). Consistent with the small stratiform precipitation produced in the
models, contributions from stratiform clouds are very small (not shown).

During non-precipitation periods, the observations show very weak heating and
cooling (Fig. 14(a)). Compared to the observations, the models with the CAPE-only
triggers and CSU produce excessive warming in the middle and upper troposphere. This
excessive warming is a major contributor to the warm biases seen in Figs. 10(a)–(c). The
individual components clearly show that model cumulus convection (Q1c) is the major
reason for the excessive warming. In fact, the inter-model differences are small in other
components compared to those in Q1c except for the boundary layer where Q1v also
shows rather large inter-model differences (Figs. 14(b)–(d)).

The apparent moisture sinks (Q2) were introduced by Yanai et al. (1973), repre-
senting moisture changes due to condensation, evaporation and subgrid-scale transport.
The time-averaged Q2 and the contributions from individual physical processes such as
cumulus convection (Q2c) and turbulent processes (Q2v), over precipitation and non-
precipitation periods of the three subcases, are shown in Figs. 15 and 16, respectively.
During precipitation periods, the calculated Q2 from the models agrees closely with the
observed Q2 above 765 hPa while the models diverge below (Fig. 15(a)). In general, the
models with the CAPE-only triggers show excessive drying and the others show exces-
sive moistening. It is seen that convective drying is a major contributor to the total drying
above 750 hPa (Fig. 15(b)). Below that level, drying from Q2c and moistening from
Q2v have comparable contributions to the total Q2 but of opposite sign (Fig. 15(c)).
During non-precipitation periods (Fig. 16) these models show considerable inter-model
differences in Q2. The models with CAPE-only triggers generally produce strong drying
in the middle and lower troposphere, which is mainly related to the excessive convec-
tive drying (Q2c) generated in these models during non-precipitation periods. This is
consistent with the results seen in the simulated moisture !eld (Figs. 10(d)–(f)).
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Figure 13. (a) Apparent heat sources (Q1) averaged over the precipitation periods (observed precipitation rates
> 0.36 mm day¡1) of Subcases A, B and C (K day¡1); (b), (c) and (d) contributions from cumulus convection
(Q1c), radiation (Qr) and turbulent processes (Q1v), respectively. Models shown in the key are discussed in the

text.
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Figure 14. Same as Fig. 13 but for non-precipitation periods (observed precipitation rates < 0:36 mm day¡1) of
Subcases A, B and C.
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Figure 15. (a) Apparent moisture sinks (Q2) averaged over precipitation periods (observed precipitation rates >
0.36 mm day¡1) of Subcases A, B and C (K day¡1); (b) and (c) similar but contributions from cumulus convection

(Q2c) and turbulent processes (Q2v), respectively. Models shown in the key are discussed in the text.
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Figure 16. Same as Fig. 15 but for the non-precipitation periods (observed precipitation rates < 0:36 mm day¡1)
of Subcases A, B and C.
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5. SENSITIVITY TESTS

In the previous section, we have discussed the simulation results of thirteen SCMs
from the baseline experiment. In this section we investigate the sensitivity of these
results to different forcing approaches. We also show results from CCM3 with some
improvements to its deep convection scheme (ZM). It should be noted that not all SCMs
participated in the sensitivity tests.

(a) Nudging approach
The nudging approach speci!es the total advective tendency from the observations,

and the simulated temperature and moisture are nudged toward the observations at
each time step. A detailed description of this approach can be found in Ghan et al.
(2000). Using the nudging approach can help reduce impacts from errors produced in
the previous time step on simulations in the next time step.

With the nudging approach, the models that have problems in their triggering
mechanisms, such as CCM3, Scripps and CSU, still signi!cantly overestimate the
precipitation rates during non-precipitation periods (Figs. 17(a) to (c)). The surface
rainfall produced from these models shows clear diurnal variations. This problem is
not as signi!cant in the rest of the models. This is consistent with the results seen in the
baseline experiment.

(b) Forcing with a speci!ed radiative heating rate
This forcing method is identical to the baseline experiment except that the radiative

heating rate (Qr) is speci!ed from the ECMWF analysis. This removes one more
uncertainty in the multi-model intercomparison study. Here we only show the simulation
results of precipitation, temperature and moisture for Subcase B (Figs. 18(a)–(c)).
Temperature and moisture errors (Figs. 18(b) and (c)) are averaged between 115 and
915 hPa. A main conclusion from this sensitivity test is that most of the models show
results similar to the baseline experiment. However, CCCma and PNNL/CCM2 show
some sensitivity to this forcing approach. CCCma misses the !rst two precipitation
events, while it overestimates the last convective event when Qr is !xed. In the baseline
experiment this model greatly underestimates almost all the precipitation events. It also
shows cold/moist biases in Figs. 18(b) and (c) in contrast to the warm/dry biases in
Figs. 9(b) and (e). By using the speci!ed radiative heating rate, PNNL/CCM2 generally
shows a warm bias instead of the cold bias in the baseline experiment, due perhaps to
inadequate cloud–radiation interactions.

(c) Sensitivity tests to triggering mechanism and closure assumption
As mentioned before, among the models participating in the intercomparison,

CCM3, CCM3/SIO and CCM3/SUNY are identical in every aspect except for the para-
metrization of convection. Thus the differences among these models would give a mea-
sure of the sensitivity of the simulations to convective parametrization. CCM3/SUNY
uses a triggering mechanism proposed by Xie and Zhang (2000). They link the
convective triggering mechanism with the large-scale dynamic forcing based on the
observations to overcome the problem of using the CAPE-only trigger in ZM. They
assume that model convection occurs only when the large-scale dynamic forcing makes
positive contributions to the existing positive CAPE. Zhang (2002) took a further step
and used the large-scale tropospheric forcing (without the boundary-layer forcing) to
determine not only the timing but also the amount of convection. He modi!ed the CAPE
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Figure 17. Time series of the observed and simulated surface total precipitation rates using the nudging
approach: (a), (b) and (c) for Subcases A, B and C, respectively. Models shown in the key are discussed in

the text.
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Figure 20. A Taylor diagram comparing: (a) column cloud fraction and (b) outgoing long-wave radiation at the
top of the atmosphere, produced from models CCM3, CCM3/SUNY and CCM3/SIO. Point A1 denotes CCM3,
point M1 CCM3/SUNY and point M2 CCM3/SIO. See Fig. 5 for an explanation of the diagram, and the text for

a discussion of the models.

closure for ZM so that the cloud base mass "ux is determined by the CAPE generation
rate due to the tropospheric forcing. The new closure assumption is used in CCM3/SIO.

Figures 19(a)–(c) show time series of the simulated precipitation rates, the averaged
temperature biases and the average moisture biases, respectively, between 115 and
915 hPa from CCM3, CCM3/SUNY and CCM3/SIO for Subcase B, using the forcing
approach in the baseline simulation. It is seen that both the revised ZM schemes
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generally reproduce the observed precipitation rates well, even for the !rst convective
event of Subcase B which almost all SCMs and CRMs fail to capture. This is because
the overall large-scale forcing is strong enough to destabilize the atmosphere and make
convection happen even though there is large-scale moisture divergence in the lower
troposphere observed in this event (Fig. 3(e)). As a result, the large warm/dry biases
shown in CCM3 are greatly reduced in CCM3/SUNY and CCM3/SIO. Compared to
CCM3/SIO, CCM3/SUNY captures the timing well but overestimates the magnitude
of convection; thus, larger errors are produced in the temperature and moisture !elds.
In CCM3/SUNY the same closure assumption is used as in the original ZM scheme,
while it is revised in CCM3/SIO; this signi!cantly reduces the biases in CCM3/SIO.

Cloud and radiation !elds are also improved with the improved triggering mecha-
nism and closure assumption. Figures 20(a) and (b) show the Taylor diagram for column
cloud fraction and OLR at the TOA, respectively, for Subcase B. In Fig. 20, A1 de-
notes CCM3, M1 denotes CCM3/SUNY, and M2 denotes CCM3/SIO. Both the revised
ZM schemes (points M1 and M2) improve the simulation of clouds and OLR in terms
of the correlation coef!cient, the temporal variability and the RMS errors in comparison
with the original ZM scheme (point A1).

6. CONCLUSION

Using the observations from the Summer ARM 1997 IOP and the data diagnosed
from ten CRMs, 15 SCMs have been evaluated under summertime midlatitude continen-
tal conditions with a focus on their cumulus parametrizations. The baseline experiment
shows that most SCMs can reasonably reproduce the observed precipitation events that
were well-developed within the SCM domain. For those convective systems that are
partly located within the SCM domain and occupied a small part of the domain, it
has been shown that the domain-averaged large-scale forcing may not properly capture
their characteristics; one result from this is the failure of most models to simulate these
precipitation events. It should be noted that one could not expect SCMs to be able to
correctly predict every single convective event, given the current SCM domain size
of 370 £ 300 km2. However, knowledge of pdfs of thermodynamic properties in the
boundary layer may help SCMs to get the statistics of convection occurrence right.

It has been shown that de!ciencies associated with convective triggering mecha-
nisms are mainly responsible for the large errors produced in some models. Convection
in those models that use triggers based on the vertical integral of parcel buoyant energy
is more active than in those that use local parcel buoyancy if no additional constraint is
used to control the onset of continental convection. The overactive convection leads to
large systematic warm/dry biases in the troposphere in these models. It is also shown that
a model with a non-penetrative convection scheme produces large systematic cold/moist
biases in the troposphere due to underestimation of the depth of instability.

The radar-estimated surface precipitation data show that stratiform precipitation has
a considerable contribution (28%) to the total precipitation during the three precipitation
periods chosen for this study. This is, however, not reproduced by SCMs; that is, the
simulated surface precipitation is mainly from cumulus clouds for virtually all SCMs.

The updraught mass "uxes in the SCMs agree well with those in the CRMs.
In contrast, most SCMs produce very weak downdraught mass "uxes compared with
those diagnosed from the CRMs. This leads to larger net mass "uxes in the SCMs,
especially in the lower and middle troposphere. As a result, most SCMs fail to produce
the negative net mass "uxes in the lower troposphere shown in the CRMs. Neglect
of mesoscale circulations in the SCMs, uncertainties in the diagnosed mass "uxes
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from the CRMs and problems with cumulus parametrizations, such as the cloud base
height and assumptions for downdraughts, are all responsible for the discrepancies.
In future, parametrization of mesoscale circulations needs to be incorporated into the
models (e.g. Donner 1993; Xu 1995), in addition to further improvement of convective
downdraught formulations in most SCMs. Reducing the uncertainties in the CRM
mass "uxes, such as eliminating gravity-wave contributions to the updraughts and
downdraughts, is also needed so that CRMs can provide more reliable information for
SCMs to improve their physical parametrizations.

It should be noted that de!ciencies from other model parametrizations, such as
radiation, cloud and turbulence schemes, could also affect the SCM simulations. From
the heat and moisture budget analysis, however, this study has shown that convective
heating and drying contribute most to the large inter-model differences in the tropo-
sphere. The inter-model differences from other physical processes are relatively small,
compared to those from cumulus convection, except in the boundary layer. This may be
related to the cases selected in this study which are mainly dominated by strong cumulus
convection. It may also suggest that the interaction between convective and stratiform
precipitation processes is not properly formulated in SCMs. Nevertheless, a detailed
analysis of the interactions between cumulus convection and other physical processes
should provide further guidance in the interpretation of model results.

Sensitivity tests have shown that similar results to the baseline experiment are
obtained when different large-scale forcing approaches are used to drive the SCMs.
It has also been shown that simulated results can be improved when de!ciencies in
some aspects of cumulus parametrization are reduced.
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