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ABSTRACT

A formal approach is presented to couple small-scale processes associated with atmospheric moist convection
with the large-scale dynamics. The approach involves applying a two-dimensional cloud-resolving model in
each column of a three-dimensional large-scale model. In the spirit of classical convection parameterization,
which assumes scale separation between convection and the large-scale flow, the cloud-resolving models from
neighboring columns interact only through the large-scale dynamics. This approach is referred to as Cloud-
Resolving Convection Parameterization (CRCP). In short, CRCP involves many two-dimensional cloud-resolving
models interacting in a manner consistent with the large-scale dynamics.

The approach is first applied to the idealized problem of a convective–radiative equilibrium of a two-dimen-
sional nonrotating atmosphere in the presence of SST gradients. This simple dynamical setup allows comparison
of CRCP simulations with the cloud-resolving model results. In these tests, the large-scale model has various
horizontal grid spacings, from 20 to 500 km, and the CRCP domains change correspondingly. Comparison
between CRCP and cloud-resolving simulations shows that the large-scale features, such as the mean temperature
and moisture profiles and the large-scale flow, are reasonably well represented in CRCP simulations. However,
the interaction between ascending and descending branches through the gravity wave mechanism, as well as
organization of convection into mesoscale convective systems, are poorly captured. These results illustrate the
limitations of not only CRCP, but also convection parameterization in general.

The CRCP approach is also applied to the idealized problem of a rotating constant-SST aquaplanet in con-
vective–radiative equilibrium. The global CRCP simulation features pronounced large-scale organization of
convection within the equatorial waveguide. A prominent solitary equatorial ‘‘super cloud cluster’’ develops
toward the end of the 80-day long simulation, which bears a strong resemblance to the Madden–Julian oscillation
observed in the terrestrial Tropics.

1. Introduction

Clouds and cloud-related small-scale processes play
important roles in large-scale atmospheric flows and are
essential for both weather and climate. At the same time,
however, representing cloud processes in large-scale
models is one of the most fundamental, challenging,
and long-standing problems in atmospheric research.
The essence of the problem stems from the range of
spatial scales on which cloud processes affect large-
scale and global flows. These scales cover a spectrum
from a fraction of a kilometer (e.g., boundary layer
processes, convective cloud dynamics), to scales of
moist global flows (e.g., extratropical cyclones, con-
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vectively coupled waves in the equatorial waveguide,
monsoon circulations). Resolving deep convection in an
atmospheric general circulation model (AGCM) re-
quires horizontal grid spacing of the order of 1 km (e.g.,
Grabowski et al. 1996; Grabowski 1998; Weisman et
al. 1997), which is beyond current computational ca-
pabilities. Consequently, AGCMs and Limited Area
Models (LAMs) are forced to rely on subgrid-scale mod-
eling to represent (‘‘parameterize’’) clouds and cloud-
related small-scale processes.

The increase of computational power over the last
decade permitted the study of clouds (tropical deep con-
vective clouds in particular) and their impact on radi-
ative and surface processes on timescales relevant for
the climate problem. These studies rely on numerical
models that are based on nonhydrostatic dynamics and
that predict formation of cloud condensate (water drop-
lets and ice particles) as well as development and fallout
of solid and liquid precipitation particles. These models
are referred to as cloud-resolving models (CRMs). In
studies relevant to the climate problem, CRMs are usu-
ally driven by either observed large-scale conditions
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(i.e., large-scale advective tendencies for moisture and
temperature, and large-scale winds) or use idealized sce-
narios (e.g., radiative forcing alone). The computational
domains applied are large enough for an ensemble of
clouds to be simulated. This approach is referred to as
cloud-resolving modeling or a cumulus ensemble mod-
eling approach, for example, Soong and Ogura (1980),
Xu and Randall (1996), Grabowski et al. (1996 and
references therein). In CRMs, all relevant small-scale
and mesoscale processes (such as cloud dynamics and
microphysics, radiative transfer, surface fluxes, convec-
tion organization, etc.) are coupled in a natural way.
This is seldom the case when separate parameterizations
of these processes are used within a single column of
AGCMs or LAMs.

Considerable effort has been devoted in recent years
to evaluate the performance of CRMs for the case of
tropical deep convection using data gathered in obser-
vational campaigns such as GARP Atlantic Tropical Ex-
periment (GATE) and Tropical Ocean Global Atmo-
sphere Coupled Ocean–Atmosphere Response Experi-
ment (TOGA COARE) (e.g., Xu and Randall 1996; Gra-
bowski et al. 1996, 1998; Wu et al. 1998, 1999; Su et
al. 1999; Krueger and Lazarus 1999). Among other as-
pects, these studies compared results obtained using 2D
and 3D frameworks (e.g., Grabowski et al. 1998) and
also compared CRMs to results produced by single-
column models of the GCMs (Krueger and Lazarus
1999). These studies documented that 2D CRMs offer
a meaningful representation of tropical deep convection,
especially when compared with results from single-col-
umn models. In the conclusion of their study, Grabowski
et al. (1998) state that their numerical results ‘‘support
the notion that, as long as high frequency temporal var-
iability is not of primary importance, low resolution
two-dimensional simulations can be used as realizations
of tropical cloud systems in the climate problem and
for improving and/or testing cloud parameterizations for
large-scale models.’’ Additional support for the 2D
models comes from the studies of Wu et al. (1998,
1999), who applied the 2D CRM to study evolution of
TOGA COARE convection during a several-week-long
period, which included an active phase of a Madden–
Julian oscillation (MJO, e.g., Madden and Julian 1994
and references therein) and an associated westerly wind
burst. The numerical results from Wu et al. compared
favorably with a variety of observations (surface, radar,
satellite). Consequently, one can argue that the 2D dy-
namics seem sufficient to realistically mimic interac-
tions among relevant small-scale and mesoscale pro-
cesses on timescales much longer than a lifetime of a
single cloud or cloud system.

The above conclusion suggests that one can design
an approach in which a 2D cloud-resolving model is
applied in each column of the large-scale model to rep-
resent subgrid-scale cloud processes. Grabowski and
Smolarkiewicz (1999, hereafter GS99) proposed such
an approach, and called it the Cloud-Resolving Con-

vection Parameterization (CRCP). The CRCP follows a
traditional strategy in convection parameterization be-
cause it assumes scale separation between convection
and the large-scale dynamics. Consequently, cloud-re-
solving models from neighboring columns interact only
through the large-scale dynamics and no cloud-scale
information is directly transferred from one large-scale
model column to the other. Although computationally
challenging, CRCP is ideally suited for parallel com-
puters and can operate with one to two orders of mag-
nitude fewer computations than a 3D cloud-resolving
large-scale model.

The CRCP bears some conceptual similarity to the
idea of using the linear eddy model, a 1D analog of
turbulent stirring and molecular diffusion (Kerstein
1988), to represent subgrid-scale processes in numerical
models of engineering reactive turbulent flows. Such
flows involve many decades of spatial scales separating
the resolved scales (i.e., scales at which turbulent kinetic
energy is generated) from the dissipation scales (the
Kolmogorov and Batchelor microscales). Since these
dissipative processes are essential for the volume-av-
eraged rates of chemical reactions, an adequate repre-
sentation of the microscale processes and associated
chemical reactions is essential. Menon et al. (1993) ap-
plied the linear eddy model inside every gridbox of the
resolved-flow model to represent subgrid-scale turbulent
mixing and chemical reactions. The linear eddy model
has also been applied to problems of cumulus and stra-
tocumulus entrainment (Krueger 1993; Krueger et al.
1997) and the impact of cumulus entrainment on cloud
droplet spectra (Su et al. 1998).

It can also be argued that coupling between large-
scale and cloud-scale dynamics within a single dynam-
ical framework is required if one aims to study the ef-
fects of cloud physics on the large-scale circulations
and climate (see discussion in Grabowski 2000). This
is particularly important for the coupling between clouds
and radiative transfer. For instance, the sizes of cloud
particles are an important factor in the interaction of
clouds with solar radiation (e.g., Grabowski et al. 1999;
Wu et al. 1999). However, sizes of cloud particles are
determined by both the cloud dynamics and cloud mi-
crophysics. Consequently, realistic prediction of cloud
particle sizes in AGCMs, which do not include cloud
dynamics is physically limited. Another example is the
coupling between cloud physics and surface processes.
As shown by Grabowski et al. (1999), sizes of precip-
itation particles play an important role in the strength
of the convective and mesoscale downdrafts and con-
sequently in the thermodynamic regime of the tropical
boundary layer. The approach advocated in this paper
allows the inclusion of effects of cloud physics (cloud
dynamics and cloud microphysics) into large-scale mod-
els of weather and climate.

The purpose of this paper is to discuss the CRCP
approach in more detail than in GS99 and to use com-
putational examples to illustrate the limitations of CRCP
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and its application to global modeling. Details of the
CRCP are presented in the next section. Section 3 pre-
sents a comparison between CRCP simulations and a
cloud-resolving simulation of the idealized 2D flow fea-
turing deep convection. The comparison exposes limi-
tations of the CRCP technique due to the scale sepa-
ration assumption. Section 4 discusses application of
the CRCP technique to the idealized problem of a con-
vective–radiative equilibrium on a rotating constant sea
surface temperature (SST) aquaplanet. The closing dis-
cussion is presented in section 5, and conclusions are
drawn in section 6.

2. The Cloud-Resolving Convection
Parameterization

The strategy underlying the CRCP approach is to con-
sider two distinct models coupled in a particular way.
The first is a 3D large-scale flow model (e.g., a LAM
or a GCM). The large-scale model uses a horizontal grid
length of ;100 km. The second model is a 2D cloud-
scale model formulated on the x–z plane aligned E–W
and embedded in each column of the large-scale model.
The alignment of the cloud-scale model is motivated by
the fact that vertical shear of the horizontal time-aver-
aged flow (which is important for convection organi-
zation) tends to be predominantly in the E–W direction
in terrestrial large-scale flows. This is the alignment of
the 2D cloud-resolving simulations of tropical convec-
tion driven by observed large-scale conditions (e.g.,
Grabowski et al. 1996, 1998, 1999; Wu et al. 1998,
1999). Cloud-scale and large-scale models use the same
vertical grid. The cloud-scale model applies sufficiently
small horizontal grid length to resolve moist convective
dynamics (;1 km). The cloud-scale model is periodic
in the horizontal, an assumption important for energy
and water conservation [see Grabowski et al. (1996) for
a discussion].

The large-scale model employs inviscid moist equa-
tions. The model variables are the three components of
velocity, the potential temperature, and the mixing ratios
for water vapor, cloud condensate, and precipitation.
The anelastic system of equations can be compactly
written as

D U
U5 2=P 1 kgB 1 iF 1 D (1a)CS UD t

= · (r U) 5 0 (1b)o

D Q
Q5 F 1 D (1c)CS QD t

D Qy Qy5 F (1d)1 DCS QyD t

D Qc Qc (1e)5 F 1 DCS QcD t

D Qp Qp (1f)5 F 1 D .CS QpD t

Here, U 5 (U, V, W) is the large-scale flow in the E–W,
N–S, and vertical direction, respectively; Q is the po-
tential temperature, and Qy , Qc, and Qp are mixing ratios
for water vapor, cloud condensate (i.e., condensed water
carried by the flow), and precipitation (condensed water
that falls relative to the air). Here D/Dt [ ]/]t 1 U · =;
P is the pressure perturbation with respect to a geo-
strophically balanced ambient state, normalized by the
anelastic reference density ro; i and k are unit vectors
in the E–W and vertical directions, respectively; the
buoyancy B 5 (Q 2 Qe)/Qo 1 e(Qy 2 ) 2 Qc 2Qy e

Qp, where Qe and are ambient potential temperatureQy e

and water vapor profiles, Qo is the reference potential
temperature profile, e 5 Ry /Rd 2 1 ø 0.607; and g is
the gravitational acceleration. The D terms are forcings
that are not directly represented in (1), such as the Cor-
iolis acceleration, metric terms for the spherical system,
and optional gravity wave absorbers in the thermody-
namic equations. The FCS terms on the right-hand side
of (1a)–(1f ) represent the cloud-scale model feedback.
The large-scale model does not include explicit repre-
sentations of small-scale processes such as surface flux-
es, radiative transfer, phase changes, latent heating, or
precipitation fallout. These are included in the cloud-
scale model equations (2) and their effects are transfered
to the large-scale model via FCS terms [for a discussion
see section 2 in Grabowski et al. (1996)].

The anelastic equations of the cloud-scale model are
as follows:

du
u5 2=9p 1 kgb 1 i(s 1 f ) 1 d (2a)u LS udt

=9 · (r u) 5 0 (2b)o

du u Le y5 (CON 1 DEP) 1 r 1 su[ ]dt T ce p

u1 f 1 d (2c)LS u

dqy qy5 2CON 2 DEP 1 s 1 f (2d)1 dq LS qy ydt

dqc qc (2e)5 CON 2 ACC 2 AUT 1 f 1 dLS qcdt

dq 1 ]p
5 (r y q ) 1 ACC 1 AUTo t pdt r ]zo

qp (2f)1 DEP 1 f 1 d ,LS qp

where the lowercase symbols have the same meaning
as the respective uppercase symbols in (1). For example,
u 5 (u, w) is the cloud-scale flow in the E–W and ver-
tical direction, respectively; d/dt [ ]/]t 1 u · =9 with
=9 [ (]/]x, ]/]z); etc. The s terms denote sinks/sources
of E–W momentum, temperature, and moisture asso-
ciated with surface processes. The f LS terms represent
the large-scale forcing for the cloud-scale model; Ly and
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cp are the latent heat of condensation and the specific
heat at constant pressure; and ue and Te are the envi-
ronmental potential temperature and temperature pro-
files (the same as the environmental profiles of the large-
scale model at a given large-scale model column). The
sources on the right-hand-side of (2c)–(2f ) describe the
formation of cloud condensate from water vapor (CON),
autoconversion of cloud condensate into precipitation
(AUT), accretion of cloud condensate by precipitation
(ACC), and source/sink of precipitation due to depo-
sition/evaporation of water vapor on/from precipitation
particles (DEP). These sources are represented using the
simple scheme of Grabowski (1998, hereafter G98). The
temperature tendency due to radiative flux divergence
in (2c) is r and y t in (2f ) is the sedimentation velocity
of the precipitation water qp. The d terms appearing in
the prognostic equations symbolize viscous forces due
to the subgrid-scale turbulence (optional) and gravity
wave absorbers.

The coupling formalism of the large-scale and cloud-
scale models follows the strategy discussed in section
2 of Grabowski et al. (1996) for the case of a cloud-
resolving model driven by observed large-scale condi-
tions. Insofar as the kinematics is concerned, the large-
scale flow (vertical shear in particular) organizes con-
vection while the cloud-scale flow exerts a drag on the
large-scale flow. Consequently, the cloud-scale and
large-scale E–W flows are simply coupled by relaxing
to each other on a finite timescale:

U 2 ^u&
UF 5 2 (3a)CS tm

^u& 2 U
uf 5 2 , (3b)LS tm

where tm is the timescale of the kinematic coupling
(taken as tm 5 1 h in experiments reported in this paper),
and the ^ · & denotes the horizontal averaging of a cloud-
scale dependent variable, for example,

L /21
^u(x, z, t)| & [ u(j, z, t)| dj, (4)(X,Y ) E (X,Y )L

2L /2

where L is the extent of the horizontal domain used in
each cloud-scale model.

Because convective heating and moistening are es-
sential for the large-scale dynamics, all thermodynamic
fields are coupled instantaneously (i.e., through numer-
ically consistent averaging procedures). The coupling
follows a traditional approach to convection parame-
terization in which large-scale dynamics provides the
so-called large-scale forcing for convection, and con-
vection feeds back the so-called convective response
(e.g., section 2 in Grabowski et al. 1996). Decomposing
the model variables into the large-scale and cloud-scale
components, and employing the scale separation argu-
ments, leads to the representation of the large-scale forc-
ing terms for thermodynamics variables f LS in the cloud-

scale model equations (2) in terms of the advective ten-
dencies and forces from the large-scale model:

5 2U · =Q 1 DQ
uf LS (5)

(and similar expressions for moisture variables); see sec-
tion 2 in Grabowski et al. (1996) for a discussion.

The large-scale forcing terms for the E–W momen-
tum, temperature, and moisture are applied homoge-
neously across the 2D cloud-scale model at a given
level. However, the large-scale forcing terms for cloud
condensate and precipitation are added only to the grid
boxes that already have some condensate or precipita-
tion to prevent instantaneous evaporation of typically
small amounts of cloud condensate and/or precipitation,
which are produced by the positive large-scale tenden-
cies over a single time step, and to avoid negative values
of these fields in the case of negative large-scale ten-
dencies. If grid boxes at a given level are void of cloud
condensate and precipitation entirely, the large-scale
forcing is deposited in a small subset (consisting of four
grid boxes in the examples presented below) of the
cloud-scale model domain at this level. The location of
the subset is selected randomly.

The FCS terms for thermodynamic fields in the large-
scale model equations (1) are implicit because the large-
scale thermodynamic fields are derived from horizontal
averaging of cloud-scale variables after cloud-resolving
model completes its calculations, for example,

Q(X, Y, Z, t) 5 ^u(x, z, t)|(X,Y )&, (6)

where Z [ z.
The above-outlined model coupling assures that, at

any given level, the thermodynamic fields of the large-
scale column exactly match the horizontal average of
the cloud-scale fields. However, the E–W flows match
only approximately with relatively small discrepancies
as illustrated a posteriori by the results presented in
GS99.

The time stepping of the entire system (1)–(2) pro-
ceeds in three distinct steps.

R Step 1. The advective tendencies for momenta and
thermodynamic variables in the large-scale model are
derived. The tendencies for thermodynamic fields are
added to the large-scale model forces D and they to-
gether form the large-scale forcing terms (5) for the
cloud-scale model. The E–W momentum forcing (3b)
is calculated as well.

R Step 2. The evolution of the 2D cloud field, in re-
sponse to the large-scale forcing and to forcings as-
sociated with the radiative and surface processes, is
calculated in parallel using the cloud-scale model in-
side each column of the large-scale model. As a result,
new time-level thermodynamic fields are obtained for
each cloud-scale model. Usually, a smaller time step
(dt) has to be used in the cloud-scale models than in
the large-scale model (Dt). Thus, the cloud-scale mod-
els perform several dt time steps, in order to reach
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the time level t 1 Dt to which the large-scale model
will be updated after completing the step 3 below.

R Step 3. The large-scale thermodynamic fields are up-
dated according to (6) by horizontal averaging of the
cloud-scale fields for each column of the large-scale
model. Updated large-scale buoyancy is applied to the
vertical momentum equation (1c) of the large-scale
model, and the E–W momentum forcing for the large-
scale model (3a) is applied to the U-equation (1a).
Derivation of the large-scale pressure gradient and its
application to the large-scale momenta completes the
time step Dt of the entire system.

Both the large-scale and cloud-scale models employ
the nonoscillatory forward-in-time approach of Smo-
larkiewicz and Margolin (1997), built on the transport
algorithm MPDATA reviewed recently in Smolarkiew-
icz and Margolin (1998). The elliptic pressure equation,
which derives from the anelastic ‘‘incompressibility’’
constraint imposed on the discretized momentum equa-
tion is solved using the generalized-conjugate-residual
method of Eisenstat et al. (1983), see Smolarkiewicz
and Margolin (1994). The Cartesian large-scale model
applied in the next section is the Eulerian variant of the
two-time-level, nonhydrostatic anelastic fluid model
EULAG of Smolarkiewicz and Margolin (1997). The
global large-scale model applied in section 4 is that of
Smolarkiewicz et al. (2001). The free-slip impermeable
upper and lower boundaries are common in large-scale
and cloud-scale models. Weak gravity wave absorbers
are employed in the upper portion of both models to
minimize wave reflection from the rigid boundary and
to mimic an infinite vertical extent of the fluid. No tur-
bulence or subgrid-scale transport parameterizations are
applied in the cloud-scale model (see Margolin et al.
1999).

In summary, the modeling strategy outlined above
represents many 2D cloud-resolving models coupled
with each other according to the large-scale dynamics.
The next two sections illustrate application of this tech-
nique to idealized problems of large-scale atmospheric
dynamics.

3. Two-dimensional convective–radiative
equilibrium in the presence of large-scale SST
gradients

In this section, we discuss numerical simulations of
a 2D convective–radiative equilibrium in the presence
of large-scale SST gradients. This problem has been
discussed in Raymond (1994) using parameterized con-
vection and in Grabowski et al. (2000, hereafter
GYM00) using a cloud-resolving modeling approach
(see also section 5 in G98). It is anticipated that CRCP
should work best when the large-scale flow is strictly
two-dimensional because the orientation of the 2D cloud
models (i.e., E–W vs N–S) is not an issue in such a
case. However, the fact that cloud-scale models from

the neighboring columns of the large-scale model in-
teract only through the large-scale dynamics means that
CRCP (and convection parameterization in general) are
limited as far as propagation of small-scale and meso-
scale features (such as gravity waves, cold pools, cloud
systems) are concerned, as illustrated in this section.

The simulations consider 2D nonrotating flow in a
periodic 4000-km-long domain. The large-scale flow is
driven by an SST varying as the cosine function with
288C in the center of the domain and 248C at the lateral
boundaries. The atmosphere is initially at rest. A pre-
scribed horizontally homogeneous potential temperature
tendency profile mimics a net radiative cooling of 1.5
K day21 at all levels, that is, as in G98 and in the sim-
ulation PR in GYM00. The prescribed radiative cooling
is balanced by the surface heat fluxes once the quasi-
equilibrium is reached (after about a month of model
time, cf. Fig. 14 in G98, Fig. 1 in GYM00). The surface
fluxes are calculated using simple bulk formulas (i.e.,
as G98; PR in GYM00 applied a more sophisticated
formulation of surface fluxes). The cloud-resolving
model and the CRCP model were integrated for 60 days
and results are compared for the last 20 days.

The cloud-resolving simulation was performed using
a grid of about 1.8 km in the horizontal direction and
a ⅓-km grid in the vertical. The time step was 15 s. A
gravity wave absorber was applied in the uppermost 8
km of the 25-km-deep domain.

Several CRCP simulations were performed applying
different horizontal resolutions of the large-scale model
and horizontal extent of the CRCP domains. Such a
strategy illustrates the fundamental assumption of scale
separation inherent in CRCP and in any other convec-
tion parameterization scheme. In one of the simulations,
referred to as P500, the large-scale model applied a
horizontal grid length of 500 km (i.e., the large-scale
model featured just eight columns) and CRCP horizontal
domains were 500 km long. In a simulation at the other
end of possible choices, the large-scale model applied
a horizontal grid of 20 km (i.e., the large-scale model
had 200 columns), and CRCP horizontal domains were
just 20 km long; this simulation is referred to as P20.
A few simulations between these two extremes were
also performed, such as P100 and P50, that is, with a
large-scale model grid (and CRCP horizontal domains)
of 100 km and 50 km, respectively. The P500 simulation
represents a situation typical in present-day climate
models that use a horizontal resolution of a few degrees.
Computational domains of a similar size were applied
in cloud-resolving model simulations of tropical con-
vection driven by observed large-scale conditions. The
P20, on the other hand, represents the situation typical
for weather prediction mesoscale models (e.g., LAMs)
that apply a horizontal grid of a few tens of kilometers.
In this case, CRCP plays the role of a convection pa-
rameterization as used in a mesoscale model, for ex-
ample, a Kain–Fritsch scheme as applied in Liu et al.
(2001).
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FIG. 1. Profiles of (a) the potential temperature and (b) the relative
humidity for the ascending branch (solid lines) and the descending
branch (dashed lines) of the large-scale circulation for the cloud-
resolving simulations.

FIG. 2. Spatial distribution of (a) the vertical velocity and (b) the
horizontal velocity for the cloud-resolving simulation. The time av-
erage is made over the period of day 40 to day 60 and a moving
average is applied over the 400-km horizontal distance to smooth the
fields. Contour intervals are (a) 0.5 cm s21 and (b) 1 m s21. Positive
(negative) contours are shown by solid (dashed) lines and the zero
contour is not shown.

FIG. 3. Evolution of the horizontal wind profiles averaged in space
as explained in text for the last 20 days of the cloud-resolving sim-
ulation. The profiles for the (a) left-hand half and (b) right-hand half
of the domain. Contour interval is 2 m s21. Positive (negative) con-
tours are shown by solid (dashed) lines and the zero contour is not
shown.

All the CRCP simulations apply identical setups in
terms of the prescribed radiative cooling and the surface
flux algorithm inside the CRCP computational domains.
The vertical grid spacing is larger than in the cloud-
resolving simulation (½ rather than ⅓ km). The cloud-
scale models embedded in all columns of the large-scale
model apply a horizontal grid of 1 km and feature grav-
ity wave absorbers in the uppermost 8 km of the 25-
km-deep domain. The SST in each CRCP model is as-
sumed constant and is defined as the SST at the center
of the large-scale model column. The surface fluxes are
calculated inside cloud-scale models using the local
temperature, moisture, and wind fields. The large-scale
model time step is 60 s, whereas cloud-scale models are
integrated with a 15-s time step.

All simulations feature the quasi-equilibrium large-
scale flow with an ascending branch and deep convec-
tion over warm SSTs, and a dry cloud-free descending
branch over cold SSTs (cf. GYM00). Figures 1–4 show
selected results from the cloud-resolving simulation.
Figure 1 shows the potential temperature and the relative
humidity profiles averaged over the last 20 days and
over a 500-km horizontal distance near the center of the
domain and near the lateral periodic boundaries. These
profiles are referred to as profiles inside ascending and
descending branches, respectively. Figure 2 shows the
time-averaged large-scale horizontal and vertical veloc-
ities. Figure 3 shows evolution of the large-scale hor-
izontal velocity profiles averaged over a 500-km dis-
tance near the maximum SST gradients (i.e., at x 5
21000 km for the left cell and x 5 1000 km for the
right cell). Finally, Fig. 4 shows the Hovmöller (time–
space) diagram of the surface precipitation for the last
20 days of the simulation.

Figures 5 to 8 show corresponding results from the

CRCP simulations P500 and P20 (Fig. 8 also shows
data for P50). The CRCP simulations appear to capture
the large-scale features reasonably well. The P500 sim-
ulation predicts a considerably warmer upper tropo-
sphere compared to P20 and to the cloud-resolving sim-
ulation (Figs. 1 and 5). It also fails to represent the
extreme dryness of the descending branch. This is prob-
ably due to the low spatial resolution of the large-scale
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FIG. 4. Hovmöller diagram of the surface precipitation rate for the
last 20 days of the cloud-resolving simulation. Precipitation intensity
larger than 0.2 and 5 mm h21 is shown using light and dark shading,
respectively.

FIG. 5. As in Fig. 1 but for the CRCP simulations (a) and (b) P500
and (c) and (d) P20.

model, which features just eight columns in P500. The
P20 simulation, on the other hand, is slightly less stable
in the upper troposphere, which affects the strength of
the large-scale upper-tropospheric circulation (cf. Figs.
6c and 6d). As discussed in GYM00, the large-scale
descent over cold SSTs is the primary mechanism for
balancing the (prescribed) radiative cooling. Weaker sta-
bility in the upper troposphere requires stronger large-
scale descent and consequently stronger large-scale cir-
culation. Both P500 and P20 overpredict the mean rel-
ative humidity in the ascending branch (Figs. 5b and
5d) compared to the cloud-resolving simulation (Fig.
1b). The relative humidity is higher by 10%–15% for
P20 and by 15%–20% for P500 throughout the most of
the troposphere near the center of the domain.

The large-scale flows in the cloud-resolving and
CRCP simulations are compared in Figs. 2, 3, 6, and 7.
In general, the time- and space-averaged flows (Figs. 2
and 6) are similar. They all feature upper-tropospheric
outflow from the ascending branch with deep convec-
tion, and inflows at the surface and in the middle tro-
posphere. Some caution is due, however, when com-
paring large-scale flows from cloud-resolving and
CRCP simulations. For instance, the cloud-resolving re-
sults and P20 results were smoothed in the horizontal

direction (over 400 km for Fig. 2 and Figs. 6c and 6d)
to obtain mean flows with cloud-scale and mesoscale
motions filtered out. The P500 results, on the other hand,
represent time-averaged large-scale flow from eight col-
umns of the outer model and Figs. 6a and 6b are affected
by linear interpolation performed during plotting.

Evolution of the horizontal flow near the maximum
SST gradients (Figs. 3 and 7) are different for cloud-
resolving and CRCP simulations. Cloud-resolving re-
sults show horizontal wind fluctuations associated with
the quasi-two-day oscillations. As discussed in section
5 of GYM00, these oscillations result from the coupling
between convection and gravity waves (or bores; Mapes
1993; Mapes 1998). These waves are launched from the
ascending branch and propagate into the descending
branch. The interplay between convection and gravity
wave dynamics within the 2D periodic computational
domain results in the quasi-two-day oscillations in the
strength of convection and the large-scale flow. The
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FIG. 6. As in Fig. 2 but for the CRCP simulations (a) and (b) P500
and (c) and (d) P20.

FIG. 7. As in Fig. 3 but for the CRCP simulations (a) and (b) P500
and (c) and (d) P20.

gravity wave response is quantified in GYM00 using
normal mode analysis. Neither P20 nor P500 (Fig. 7)
shows such a variability of the large-scale flow. How-
ever, the P20 features stronger temporal variability than
P500 as one might expect.

As far as convection organization is concerned, the
key differences are illustrated in Hovmöller diagrams
of the surface precipitation (Figs. 4 and 8). In the cloud-
resolving simulation (Fig. 4), the convection is orga-
nized into mesoscale convective systems with a hori-
zontal extent between 100 and 300 km. These systems
travel across the central part of the domain with typical
speeds of about 10 m s21 (see also Fig. 13 in G98 and
Fig. 3a in GYM00). Latent heating associated with these
systems is responsible for the generation of gravity
waves mentioned above (see also Oouchi 1999).

Convection organization in the CRCP simulations is

illustrated in Fig. 8. The P500 features organized con-
vection only in the central 500-km column of the large-
scale model. Convective systems propagate across the
periodic domain either from left to right (e.g., day 44
or 58) or from right to left (e.g., day 53) with speeds
similar to those in the cloud-resolving simulation. Ap-
parently, the CRCP domains in P500 are large enough
to capture the convective and mesoscale dynamics re-
sponsible for convection organization. However, the
convective systems are trapped inside the periodic
CRCP domain over the highest SST and are unable to
propagate into adjacent columns of the large-scale mod-
el. The horizontal extent of the systems appears smaller
than in the cloud-resolving case. Convection in other
large-scale model columns is much weaker and unor-
ganized.

As the horizontal gridlength of the large-scale model
and extent of CRCP domains decrease, the pattern of
surface precipitation changes dramatically. The P100
(not shown) and P50 simulations (Fig. 8b) feature scat-
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FIG. 8. As in Fig. 4 but for the CRCP simulations (a) P500, (b)
P50, and (c) P20.
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FIG. 9. Spectra (i.e., the square of the expansion coefficients) for
the horizontal winds as a function of the normal mode phase speed
for the P50 simulation. The modes corresponding to j 5 1, j 5 2,
and j 5 7 are marked.

tered convection grouped into bands that propagate from
one end of the warm SSTs to the other and back with
a timescale of 8–10 days. These bands merge into a
single line of enhanced convection in P20 (Fig. 8c). The
line travels slowly across the warm SSTs. Individual
clouds or small cloud systems propagate toward the line,
merge with it, and often continue to travel away from
the line. These clouds or systems move with speeds
comparable to systems in the cloud-resolving and P500
simulations (Figs. 4 and 8a).

The differences in the interaction between convection
and the large-scale flow in the cloud-resolving and
CRCP simulations were further investigated using nor-
mal mode analysis as in GYM00. Results for P50 are
shown in Figs. 9 and 10. The figures show normal model
decomposition of the mean large-scale horizontal flow
and the Hovmöller diagrams of the decomposition co-
efficients for the evolving large-scale horizontal flow
corresponding to j 5 1, j 5 2, and j 5 7 baroclinic
modes. These three modes have shapes that are tradi-
tionally referred to as the first, the second, and the third
tropospheric baroclinic mode, respectively (see section
4 in GYM00). Figures 9 and 10 should be compared to
Figs. 13a and 17 in GYM00, which show results for the
cloud-resolving simulation. The mean circulation (Fig.
9) is dominated by j 5 1 and j 5 2 modes; the j 5 7
mode has a considerably smaller amplitude in the CRCP
simulation than in its cloud-resolving counterpart. The
most important difference, however, is associated with
the propagation of various modes as shown in Fig. 10.
Contrary to results from the cloud-resolving simulation
(Fig. 17 in GYM00), analysis of the P50 large-scale
horizontal flow shows mode propagation in the physical
domain with speeds much slower than the theoretical
speed of a given mode. For instance, perturbations as-
sociated with j 5 1 and j 5 2 modes (Figs. 10a and
10b) tend to propagate across the domain with very
similar speeds (between 10 and 15 m s21), whereas their

theoretical phase velocities, according to Fig. 9, are
about 40 and 30 m s21, respectively. These results show
that the CRCP simulation is unable to represent the
coupling between convection and wave dynamics as
simulated by the cloud-resolving model.

In summary, all CRCP simulations predict similar
large-scale flow in radiative–convective equilibrium.
The organization of convection, and the interaction be-
tween ascending and descending branches through the
gravity wave mechanism, on the other hand, differ con-
siderably among all the simulations. These results il-
lustrate the limitations of not only CRCP, but convection
parameterization in general.

4. Convective–radiative equilibrium on a rotating
constant-SST aquaplanet

To illustrate the interactions between large-scale and
cloud-scale dynamics in the context of global-scale
flows, we consider an idealized problem of convective–
radiative equilibrium on a rotating constant-SST aqua-
planet with the size and rate of rotation the same as the
earth. A similar problem was considered by Sumi
(1992), who applied a traditional convection parame-
terization approach.

The global model is the anelastic nonhydrostatic two-
time-level nonoscillatory forward-in-time Eulerian/
semi-Lagrangian Navier–Stokes solver in spherical ge-
ometry (Smolarkiewicz et al. 2001). The global model
has low resolution in the E–W and N–S directions (32
3 16) and uses 51 levels in the vertical with a uniform
grid length of 0.5 km. The global model time step is
12 min.

The 2D cloud-scale models in each column of the
global model have horizontal periodic domains of 200
km with a 2-km grid length. We take advantage of the
fact that the horizontal domain of CRCP periodic models
inside each column of the global model can be selected
arbitrarily. The choice herein represents a compromise
between the computational cost (which increases almost
linearly with the number of columns in the CRCP model
domain) and the horizontal extent of the domain used
in cloud-resolving simulations of tropical convection
driven by observed large-scale conditions (typically in
the range of 500–1000 km). The vertical grid is the
same as in the global model. The model time step is 30
s. In addition, the gravity wave absorber is used in the
uppermost 9 km of each cloud model with an inverse
of the characteristic timescale increasing linearly from
zero at the bottom of the absorber to 1/600 s21 at the
top of each model domain.

The globally uniform SST is assumed at 308C (303.16
K) and the effects of radiative processes on the atmo-
sphere are prescribed by applying a constant-in-time
cooling rate profile. The cooling rate is 1.5 K day21

below 12 km, linearly decreases from 1.5 K day21 to
zero between 12 and 15 km, and is zero above 15 km.
The sounding used to prescribe initial thermodynamic
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FIG. 10. Hovmöller diagrams of the expansion co-
efficients for the horizontal velocity associated with
the (a) j 5 1, (b) j 5 2, and (c) j 5 7 baroclinic
modes. All three panels apply the same grayscale
and the black (white) shows negative (positive) val-
ues of the expansion coefficients. The phase speed
of a given mode is shown using a solid line in the
upper part of each panel.
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FIG. 11. Profiles of the globally and temporally averaged temper-
ature, water vapor mixing ratio, relative humidity, and cloud fraction
for the CRCP simulation of the rotating constant-SST aquaplanet.

profiles as well as model reference and environmental
profiles is taken from the 0000 GMT 1 September 1974
GATE sounding (i.e., as in Grabowski et al. 1996, 1998,
1999). The global atmosphere is assumed to be initially
at rest. Note that simulations reported in Sumi (1992)
were initialized from globally averaged fields of the
terrestrial large-scale flow.

The global CRCP model is initialized in the following
manner. First, a single 2D cloud model, the same as ap-
plied in all columns of the global model, is run into
convective–radiative equilibrium assuming the SST and
radiative cooling profile as described above, and no mean
flow. A relaxation term with a timescale of 12 h is added
to the horizontal momentum equation for the single mod-
el simulation to maintain the vanishing mean flow. With-
out such control, 2D simulations tend to excite oscillatory
patterns in the mean flow, presumably due to exaggerated
wave–mean flow interactions in two spatial dimensions
(cf. Held et al. 1993). The single model is integrated for
a period of 60 days, which is sufficient to establish the
radiative–convective equilibrium. Snapshots of the mod-
el-generated cloud-scale fields at day 60 (i.e., the veloc-
ities, potential temperature, and water variables) are dis-
tributed to all columns of the global model. The tem-
perature in all 2D cloud-scale models is randomly per-
turbed with the amplitude of 0.3 K. The cloud-scale
model thermodynamic fields are then averaged into the
global model grid. An atmosphere at rest is initially as-
sumed in the global model (i.e., U 5 W 5 0). The entire
system is then integrated for 80 days.

Figure 11 shows globally averaged profiles of the
thermodynamic fields from the last 20 days of the sim-
ulation. The panels show profiles of the temperature,

water vapor mixing ratio, relative humidity, and the
cloud fraction. The cloud fraction is defined as a fraction
of cloud-scale model grid boxes at a given level with
a condensate mixing ratio, including both cloud and
precipitation, larger than 0.1 g kg21. The globally av-
eraged profiles do not evolve significantly and those
shown in the figure are similar to the single cloud-re-
solving model profiles used to initialize the global
CRCP model. The characteristic features include: weak-
er stability of the upper troposphere compared to the
lower troposphere, decrease of the relative humidity
with height, and a higher fraction of middle- and upper-
tropospheric ice clouds as compared to water clouds in
the lower troposphere. The air temperature and water
vapor mixing ratio at the surface are about 1.5 K and
5 g kg21 lower than the assumed values of the sea sur-
face. The globally averaged precipitable water associ-
ated with the moisture profile shown in Fig. 7b is about
74 kg m22, which is high but not unrealistic considering
the high SST assumed (308C).

Figure 12 shows meridional distributions of the zonal
flow, potential temperature, water vapor mixing ratio,
and the relative humidity. These fields have been av-
eraged zonally and temporally (days 61–80 as in Fig.
11). The thermodynamic fields show that the moisture
and temperature profiles are homogeneous over the en-
tire planet, perhaps with the exception of the equatorial
plane, which seems slightly colder and drier when com-
pared to the extratropics. The weak meridional temper-
ature gradients are accompanied by weak vertical gra-
dients of the mean zonal flow, which is consistent with
the geostrophic balance. In general, the global-scale
flow is weak. Meridional distributions of the 20-day-
averaged surface precipitation and surface heat fluxes
(not shown) demonstrate that the differences between
the Tropics and the extratropics are indeed small. The
globally averaged surface latent heat flux (about 130 W
m22) balances the globally averaged surface precipita-
tion (about 4.5 mm day21). The sum of globally aver-
aged surface latent and sensible heat fluxes (about 150
W m22) balances the prescribed radiative cooling.

The evolution of the mean zonal and meridional flow
at the equator is shown in Fig. 13. The mean zonal flow
features a descending pattern of westerly winds during
the first 60 days, and a predominantly westerly flow
across the troposphere in the last 20 days. The descend-
ing westerly winds resemble the pattern observed in the
two-dimensional cloud-resolving simulations discussed
in Held et al. (1993). The mean meridional flow (which
represents the globally averaged mass exchange be-
tween the Southern and Northern Hemispheres) has pro-
nounced fluctuations with a period of 4–5 days. Wheeler
and Kiladis (1999, Fig. 3a) identified similar variability
of the meridional flow (the wavenumber zero mixed
Rossby–gravity wave with a period of about 4 days) in
their analysis of convectively coupled equatorial waves
in the terrestrial atmosphere.

Figure 14 shows Hovmöller diagrams of the surface
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FIG. 12. Meridional distribution of the (a) zonally averaged zonal flow, (b) potential temperature, (c) water vapor mixing ratio, and (d)
relative humidity averaged over the last 20 days of the CRCP simulation of the rotating constant-SST aquaplanet.

precipitation in the midlatitudes (about 518S) and near
the equator (for the two rows adjacent to the equator,
i.e., for the latitude of about 5.68S and 5.68N). These
plots are created by combining surface precipitation in
2D CRCP domains at a given latitude, and they illustrate
not only the large-scale organization of convection, but
propagation of individual cloud systems as well. The
midlatitude precipitation does not show any significant
large-scale organization of convection. The tropical pre-
cipitation, on the other hand, shows a pronounced large-
scale organization. In the first half of the simulation, the
pattern consists of zonal wavenumber four eastward-
and westward-propagating zones of enhanced surface
precipitation. The propagation of these zones is shown

in Figs. 14b and 14c using lines marked A and B. Prop-
agation speeds are around 3.5 m s21 and around 210
m s21 for A and B, respectively. The eastward-propa-
gating pattern is symmetric with respect to the equator,
whereas the westward-propagating pattern is antisym-
metric (cf. Figs. 14b and 14c). The strongest surface
precipitation is produced at the intersections of the east-
ward- and westward-propagating patterns. In the second
half of the simulation, the surface precipitation near the
equator is dominated by an eastward-propagating soli-
tary pattern (along the line marked C, propagation speed
of about 8 m s21). Individual cloud systems inside these
zones of enhanced surface precipitation propagate typ-
ically from east to west.
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FIG. 13. Time evolution of zonally averaged zonal and meridional
velocity components on the equator for the entire 80 days of the
CRCP simulation of the rotating constant-SST aquaplanet.

Figures 15 and 16 document the zonal and meridional
flow structure associated with the eastward-propagating
pattern of enhanced surface precipitation for the period
of day 10 to day 30. Figure 15 shows zonal flow per-
turbation (from the zonal mean), vertical velocity, and
the surface precipitation, all at the equator and all av-
eraged in time in the reference frame moving along line
A in Figs. 14b and 14c. The figures show that the en-
hanced surface precipitation is located at the leading
edge of the westerly flow perturbations and is associated
with large-scale ascending motion (up to about 2 cm
s21) peaking at about 10-km height. Figure 16 shows
that the perturbations responsible for large-scale pre-
cipitation organization are limited to the equatorial
waveguide. The eastward propagation of the perturba-
tions and the fact that the precipitation pattern is cen-
tered on the equator suggests that it is associated with
the equatorially trapped Kelvin wave, although the me-
ridional flow away from the equator is similar to the
equatorially trapped Rossby wave. The propagation
speed of the perturbations does not match the speed of
convectively coupled Kelvin waves either (e.g., Fig. 3b
in Wheeler and Kiladis 1999; Fig. 2b in Wheeler et al.
2000).

Similar analyses for the westward-propagating pat-
tern (line B in Figs. 14b and 14c) are not as definitive
as those shown in Figs. 15 and 16. Nevertheless, it
appears that the westward-propagating pattern is asso-
ciated with large-scale flow perturbations having a form
of equatorially trapped mixed Rossby–gravity waves,
that is, waves with cross-equatorial flow, circulation
centered on the equator, and large-scale surface con-
vergence shifted away from the equator. Such flow per-
turbations are consistent with the surface precipitation
pattern shown in Figs. 14b and 14c. However, the prop-
agation speed (about 210 m s21) does not fit a wave-
number 4 mixed Rossby–gravity wave, which should
propagate with a speed of about 220 m s21 (Fig. 3a in
Wheeler and Kiladis 1999). Although the large-scale

flow does not vanish during the period of this analysis
(cf. Fig. 13), its presence is unlikely to explain devia-
tions of the propagation speeds of model-produced per-
turbations from convectively coupled waves in the equa-
torial waveguide (Wheeler and Kiladis 1999; Wheeler
et al. 2000). The low spatial resolution of the global
model might be responsible for such a distorted phase
propagation in the CRCP global simulation.

The large-scale organization of convection in the sec-
ond half of the simulation into a solitary feature is il-
lustrated in Fig. 17. The figure shows snapshots of the
surface precipitation pattern together with the surface
E–W flow and the total surface heat fluxes for day 80.
The wavenumber one surface precipitation pattern in
the second half of the simulation (Figs. 14b and 14c)
is associated with a coherent structure of surface pre-
cipitation, winds, and heat fluxes, which slowly travels
from west to east. Except for the solitary structure and
its overall strength, the flow and precipitation patterns
are similar to the wavenumber four eastward-propagat-
ing perturbations observed in the first half of the sim-
ulation. For instance, the strong surface precipitation in
the equatorial plane occurs on the leading edge of strong
surface westerly winds (up to 35 m s21). The area of
enhanced convection and strong westerly winds is as-
sociated with large surface heat fluxes (about twice as
large as the global mean). Such a pattern of convection,
surface flow, and surface heat fluxes is reminiscent of
the MJO and an associated westerly wind burst (e.g.,
Fig. 13 in Lau et al. 1989). The propagation speed of
the solitary feature, which travels around the globe in
about 60 days (Fig. 14b), fits the observed propagation
speed of the MJO.

5. Discussion

The last two sections illustrated the application of the
CRCP technique in coupling cloud processes with the
large-scale atmospheric dynamics. However, to view the
CRCP technique only as a sophisticated subgrid-scale
model would not be appropriate. This is because most
of the computational cost of the coupled system is as-
sociated with running CRCP models; only a small frac-
tion of computations is devoted to the large-scale dy-
namics. Perhaps a better description is that CRCP in-
volves hundreds or thousands of 2D cloud-resolving
models, which communicate with their neighbors in a
manner consistent with the large-scale dynamics. Con-
sequently, evolution of the 2D cloud-scale fields within
each CRCP domain is directly coupled to the large-scale
flow. However, separation of scales becomes a central
issue as illustrated by the two-dimensional model results
discussed in section 3.

CRCP allows the coupling of not only thermodynam-
ic fields (as classical convection parameterization
schemes do), but also momentum fields. Unfortunately,
application of the 2D cloud model offers an incomplete
picture of the large-scale and cloud-scale momentum
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FIG. 14. Hovmöller diagrams of the surface precipitation rate for
the latitude of about (a) 518S, (b) 5.68S, and (c) 5.68N. The diagrams
show precipitation intensity from CRCP domains aligned along a
given latitudinal belt. Lines marked as A, B, and C in (b) and (c)
show propagation of various surface precipitation patterns discussed
in text. Precipitation intensities larger than 0.2 and 5 mm h21 are
shown using light and dark shading, respectively.
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FIG. 15. Perturbations (from the zonal average) of (a) the zonal
flow and (b) vertical velocity in the longitude–height plane at the
equator. The velocities are sampled in the reference frame moving
along the line A in Fig. 14b. Bottom panels show the corresponding
distribution of surface precipitation. Solid and dashed contours are
for positive and negative values, respectively, and the contour interval
is 2 m s21 (0.5 cm s21) for the horizontal (vertical) velocity.

FIG. 16. Perturbations of the (a) zonal and (b) meridional velocities
(from the zonal average, solid and dashed contours, contour interval
of 1 m s21), and the surface precipitation distribution (grayscale; light
gray represents surface precipitation rate between 2.5 and 10 mm
day21, dark shading represents higher than 10 mm day21). The data
has been averaged as in Fig. 15, i.e., along line A in Fig. 14b.

coupling at best. In the global model application, CRCP
domains were aligned in the E–W direction, a strategy
motivated by previous cloud-resolving simulations of
tropical convection. Lemone and Moncrieff (1994)
showed that a 2D framework does offer meaningful re-
sults as far as the impact of organized convection on
the large-scale momentum field is concerned. This issue
can be resolved in the future by applying 3D domains

in the CRCP approach. In such a case, both E–W and
N–S cloud-scale and large-scale momenta can be cou-
pled simultaneously. Unfortunately, such an approach
is beyond the reach of our current computational ca-
pabilities unless extremely small 3D domains are ap-
plied. Also, CRCP with 3D cloud model domains would
offer only minor computational advantages when com-
pared with a fully cloud-resolving large-scale model.

Although computationally intensive even with 2D do-
mains, CRCP is ideal for parallel computations because
models from neighboring large-scale columns do not
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FIG. 17. Snapshot of the surface zonal velocity [(a) solid and dashed
contours for positive and negative values, respectively, contour in-
terval of 5 m s21] and the total surface heat flux [(b) contour interval
of 100 W m22 centered at 150 W m22] at day 80. Grayscale shows
surface precipitation rate with precipitation intensity larger than 1.5
and 15 mm h21 is shown using light and dark shading, respectively.

interact with each other during the resolved convection
calculation. Consequently, parallel implementation of
the large-scale model using CRCP is straightforward:
each CRCP model is sent to a different processor and
CRCP calculations are done in parallel. It follows that
almost perfect scaling occurs with respect to the number
of processors used in parallel computations. Such scal-
ing extends up to the point when the number of pro-

cessors equals the number of columns in the large-scale
model. In contrast, classical approaches for parallel
computations used in fluid dynamics codes designed for
atmospheric applications [such as domain decomposi-
tion in the horizontal plane, e.g., Anderson et al. (1997)]
scale only when the number of model columns is much
larger than the number of processors.

The convective–radiative equilibrium of a 2D non-
rotating atmosphere in the presence of SST gradients
illustrated the role of scale separation in the CRCP tech-
nique (and, consequently, in any convection parame-
terization scheme as well). Large CRCP domains (e.g.,
P500) allow the representation of convection organi-
zation into mesoscale convective systems within a single
CRCP domain. Such domains are typically applied in
cloud-resolving simulations of tropical convection driv-
en by large-scale conditions (e.g., Grabowski et al.
1996, 1998, 1999; Wu et al. 1998, 1999). Small CRCP
domains (e.g., P20), on the other hand, correspond to
the application of convection parameterization in a re-
gional model (e.g., a LAM) with a horizontal grid spac-
ing of a few tens of kilometers. For instance, organi-
zation of midlatitude convection into mesoscale con-
vective systems can be simulated with such models (e.g.,
Zhang et al. 1989, among many others). The expectation
is that although convective dynamics has to be param-
eterized, the mesoscale processes responsible for con-
vection organization can be resolved. This line of
thought is also supported by numerical simulation of
TOGA COARE and GATE convection using both
cloud-resolving (explicit) and parameterized approaches
discussed in Su et al. (1999) and in Liu et al. (2001).
From this perspective, the failure of the CRCP technique
to represent convection organization in the case of the
P20 simulations (Fig. 8) might be considered surprising.
However, one has to keep in mind that the simulations
discussed in Su et al. and in Liu et al. applied strong
large-scale forcing, which played an essential role in
convective development. When the CRCP technique
was applied to the 7-day period of GATE convection
[as discussed in Grabowski et al. (1996, 1998) and in
Liu et al. (2001)] using CRCP domains of 20–40 km
in the horizontal direction, convection organization was
successfully simulated in both two (not shown) and
three spatial dimensions (Fig. 3 in GS99). Consequently,
the ability of a regional model with convection param-
eterization to represent the development of mesoscale
convective systems might depend on the imposed large-
scale conditions, such as the strength of the large-scale
forcing or the magnitude of the large-scale shear.

The results presented in section 4 (the constant-SST
aquaplanet) are very encouraging. However, it is beyond
the scope of this paper to put the global CRCP model
results properly into the context of the other studies. As
far as idealized modeling of the MJO is concerned (or,
more generally, modeling of the tropical intraseasonal
variability), one should mention the simple beta-plane
model of Yano et al. (1995) and at least several aqua-
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planet studies applying traditional AGCMs with various
convection parameterization schemes (the most recent
by Chao and Deng 1998; see the review therein and
also in Yano et al. 1995). The striking feature of these
modeling studies is a sensitivity of model results to the
convection parameterization scheme (e.g., Yano et al.
1995; Chao and Deng 1998; see also Slingo et al. 1994).

Much work remains to show that the CRCP approach
is superior to traditional approaches in terms of the role
of cloud processes in climate. It is not obvious, for
instance, how CRCP will perform in the case of warm
season midlatitude convection over land for which both
Earth rotation and land surface processes are important.
Inclusion of a land surface scheme into the CRCP frame-
work to account for more complicated boundary layer
processes over land seems straightforward. However, it
is uncertain if the 2D framework is sufficient to capture
organization of convection in the presence of rotation.
One can heuristically defend the CRCP approach in
terms of midlatitude convection by pointing out that
classical convection parameterization schemes also do
not distinguish between deep convection in the Tropics
and in midlatitudes. Another issue is the CRCP repre-
sentation of stratocumulus and shallow convection in
subtropics.

The CRCP approach is a novel way to include ele-
ments of cloud-scale dynamics into the models of large-
scale and global atmospheric flows. This aspect is es-
sential as far as interaction of tropical convection with
radiative and surface processes is concerned. As argued
in Grabowski (2000), the role of cloud processes (cloud
microphysics and dynamics) in the tropical large-scale
circulations and climate should be addressed within a
framework that resolves cloud dynamics. This is be-
cause of complex interactions and feedbacks between
small-scale and mesoscale processes (such as cloud dy-
namics, cloud microphysics, boundary layer and surface
processes, and radiative transfer), which are difficult to
include using traditional parameterizations. The CRCP
technique allows for such interactions in a natural way,
albeit in the context of two-dimensional dynamics.

6. Conclusions

This paper tests a novel computational approach, re-
ferred to as the Cloud-Resolving Convection Parame-
terization (CRCP; Grabowski and Smolarkiewicz 1999),
designed to couple cloud-scale processes associated
with moist atmospheric convection with the large-scale
dynamics. The strategy is to use a two-dimensional
cloud-resolving model in each column of the large-scale
model, an approach motivated by cloud-resolving sim-
ulations of tropical convection in two and three spatial
dimensions (e.g., Grabowski et al. 1996, 1998, 1999;
Wu et al. 1998, 1999). These suggest that a two-di-
mensional model aligned along the E–W direction with
a periodic horizontal domain can capture the gross fea-
tures of tropical convection and its impact on radiative

and surface processes. In the CRCP modeling system,
the large-scale model provides forcing for the 2D cloud-
scale models in each large-scale model column, and the
2D cloud-scale models feed back the convective re-
sponse into the large-scale model. This is consistent with
classical convection parameterizations. In addition, a
simple approach is applied to include E–W momentum
coupling between large-scale and cloud-scale models.
This aspect is in contrast to classical convection param-
eterizations, which seldom consider convective mo-
mentum transport.

The idealized problem of convective–radiative equi-
librium of a 2D nonrotating atmosphere in the presence
of SST gradients was used in section 3 to compare
CRCP simulations using different horizontal resolutions
of the large-scale model (and different sizes of the
CRCP domains) against their cloud-resolving counter-
part. These simulations illustrate the limitations of
CRCP (and convection parameterization in general) as-
sociated with the scale separation assumption. CRCP
simulations were able to represent large-scale flow rea-
sonably well, but the organization of convection differed
among the CRCP simulations and it was different from
the cloud-resolving simulation. It can be argued that the
generic reason for these results is the inability of small-
scale and mesoscale features (such as cold pools or grav-
ity waves) to propagate coherently from one large-scale
model column to another. Instead, these features are
trapped inside periodic CRCP domains. These features
are essential for convection organization (e.g., Mon-
crieff and Miller 1976; Rotunno et al. 1988; Mapes
1993; Oouchi 1999; Tompkins 2001). When CRCP do-
mains are large enough (say, several hundred kilome-
ters), convection organization is possible within a single
CRCP domain, as in the cloud-resolving simulations
driven by observed large-scale conditions (e.g., Gra-
bowski et al. 1996, 1998, 1999; Wu et al. 1998, 1999).
In this case, however, the large-scale model has low
horizontal resolution.

The constant-SST aquaplanet considered in section
4, motivated by a study of Sumi (1992), simulates spon-
taneous formation of a solitary MJO-type feature prop-
agating west-to-east within the equatorial waveguide
with a speed of about 8 m s21 (i.e., circulating the planet
in about 60 days). Understanding the physical mecha-
nisms behind the MJO formation, maintenance, and
propagation has challenged tropical meteorology since
detection of the MJO in the early seventies (see Madden
and Julian 1994 and references therein). It is not clear
what physical processes are responsible for such a robust
MJO simulation considering the very low spatial res-
olution of the global model. This issue is currently being
investigated. However, it should be mentioned that at
least some of the mechanisms postulated previously
(such as meridional or zonal SST gradients, surface fric-
tion, interaction between clouds and radiation, atmo-
sphere–ocean coupling) are de-emphasized based on the
physical setup of the CRCP aquaplanet simulation.
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It is apparent that CRCP requires more studies to
demonstrate its usefulness in addressing the role of
cloud processes (deep convection in particular) in large-
scale atmospheric dynamics. This is especially impor-
tant if one considers the high computational cost of the
CRCP approach in comparison with traditional convec-
tion parameterizations. We anticipate, however, that
CRCP will prove to be a valuable tool in the study of
cloud and related small-scale and mesoscale processes
in the context of large-scale and global atmospheric
flows, before cloud-resolving simulations of these flows
can be afforded.
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