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Introductory material 
The MMF has great potential for application to global climate problems in which low-lying clouds play a central role.  Three such ‘grand challenge’ problems are cloud feedbacks on climate, the effect of human-produced aerosols on clouds and climate, and coupled ocean-atmosphere modeling in low-latitudes.  Cloud and aerosol feedbacks on climate are the largest and most long-standing source of model uncertainty in making projections of global warming over the next 50 years (IPCC 2007), and low-lying clouds (with tops less than 3 km above sea level) are generally thought to be the main source of this uncertainty (Bony et al. 2006).   CMMAP participants have taken first steps toward applying versions of the MMF to these problems.  In the five years of the renewal phase, we hope to make much more progress on all three fronts.  

The MMF was initially conceived as a modeling tool for better simulating precipitating cumulonimbus cloud systems.  The cloud-resolving models running in each grid column of the MMF have a grid spacing of 4 km in the horizontal and up to 1 km in the vertical.  This is adequate to resolve the large updrafts and downdrafts of cumulonimbus clouds, but is far to coarse to represent other kinds of cloud-producing atmospheric turbulence.  Over half of the globe is typically covered by low-lying shallow cumulus and stratocumulus cloud fields associated with turbulent eddies that pick moisture and heat off the surface.  These eddies are typically a few hundred meters across, far too small for a 4 km grid to accurately represent.  As a result, the MMF does not simulate the climatology of low clouds very well, producing too much low cloud cover over the warmer tropical oceans but too little in the cool ocean regions in which stratocumulus cloud sheets are found (Wyant et al. 2006).  

Even so, the MMF simulates the vertical structure and climatology of low clouds (with tops below 3 km) as well as most conventional climate models (Wyant et al. 2006), without using cumulus or cloud fraction parameterizations that may not extrapolate correctly to a changed climate.  With higher grid resolution or a more sophisticated subgrid turbulence scheme, we believe that the MMF will be able to deliver realistic simulations of low clouds and their sensitivity to climate and aerosol perturbations.  Simulations by Blossey et al. (2009) suggest that a grid resolution of 250 m in the horizontal and 100 m in the vertical is sufficient to accurately simulate the shallow cumulus clouds that cover most of the tropical oceans, and their radiative response to a uniform 2 K warming of SST. 

For global simulations of low clouds, the MMF has strengths that are complementary to a global CRM or to conventional climate models.  Unlike a global CRM, the CRMs in the MMF do not encircle the entire globe, just a representative set of regions distributed around the globe.  Thus it is computationally feasible to run the MMF (but not a global CRM) with a fine grid spacing or sophisticated representations of turbulence, microphysics and aerosol-cloud interactions that provide an accurate simulation of low cloud physical processes.  A conventional climate model is much cheaper to run, but must parameterize these low cloud physical processes on a coarse grid, even though they interact on much finer scales, inevitably introducing biases, oversimplifications and preconceptions into the model. 

  

Where are we now?  

CMMAP scientists have already looked carefully at low cloud feedbacks in the current MMF (Wyant et al. 2006, 2009), as well as the ‘semi-direct’ effect of enhanced CO2 on MMF-simulated low cloud before any change in ocean temperatures has set in.  During the initial phase of CMMAP, advanced turbulence and cloud microphysics parameterizations (IPHOC: Cheng and Xu 2008), radiation parameterizations (RRTM: Mlawer et al. 1997) and the Morrison two-moment microphysics scheme (Morrison et al. 2005; Morrison and Pinto 2005) have been implemented in versions of the SAM CRM.  

The first-generation MMF used an old version of SAM and therefore could not benefit from these developments.  Marat Khairoutdinov (Stony Brook) has recently updated MMF to use the current version of SAM, allowing the above new parameterizations to be tested in the MMF.  This is ongoing work by Anning Cheng (NASA), Zheng Liu (UW) and Khairoutdinov; in some cases, preliminary results are expected by the end of 2009.  In addition, Roj Marchand (UW) has implemented an adaptive vertical grid scheme in SAM for better simulating stratocumulus clouds under strong inversions, and tested it in idealized GCSS cases of trade cumulus and nocturnal stratocumulus.   

Alongside the efforts within CMMAP, Steve Ghan (PNNL) is leading an ambitious DOE-sponsored effort to implement cloud-aerosol interactions in the MMF at its current grid resolution.  This effort will incorporate a third subgrid turbulence closure (CLUBB, Golaz et al. 2002), the Morrison microphysics and an aerosol activation parameterization into the MMF.  We expect to interact closely with this effort, in particular with respect to testing of CRM grid-resolution sensitivity and the performance of the Morrison microphysics in ice clouds (including Arctic boundary layer clouds).  The ultimate goal of this effort is to use the MMF to simulate the ‘aerosol indirect effect’ – the effect of human-caused aerosol changes on the size of cloud droplets and on the life-cycle of clouds, and how these cloud changes perturb the earth’s radiation balance.   

To explore the tradeoffs between increased resolution and subgrid turbulence models of increasing complexity, Drs. Marchand and Blossey also have received Teragrid computer resources to begin short fine-grid MMF simulations with CRM grid spacings down to 250 m horizontal/100 m vertical; initial results are expected by the end of 2009. 

Work Plan   

Our main goal in the next five years is (1) to develop an improved MMF – the MMFlc -with a better representation of low cloud climatology that is efficient enough to simulate up to 10 years, and (2) apply it to predicting the global response of low clouds to greenhouse gas and aerosol changes.  A side-benefit would be to provide to CMMAP a model suitable for better simulating the role of clouds and convection in the coupled tropical atmospheric and oceanic circulation. The MMFlc will have a finer grid spacing and better physical parameterizations for simulating the turbulent, microphysical and radiative processes critical for maintaining low clouds. Model improvements will be tested using conventional global climate model metrics involving large scale geographical and seasonal patterns of wind, pressure, precipitation, temperature, moisture, clouds and radiation (e. g. Park and Bretherton 2009), as well as output from satellite simulators (e.g. CloudSat-Calipso) which allow the simulated vertical structure of clouds and precipitation to be compared with satellite observations.  

A secondary goal is to use SAM to simulate the spatial structure and time evolution of low clouds over a large regional domain at least 100x100 km on a side in a real case, e. g. from the southeast Pacific stratocumulus regime, using the target grid resolution for the MMFlc, to see how well SAM can simulate the observed cloud structures and their day-to-day ‘weather’ variability. 

  

Model development 

Our first thrust will be on improving the MMF’s representation of low cloud-turbulence interaction.  Two approaches, a finer grid and more sophisticated subgrid turbulence parameterizations, will be compared and likely combined.  By the end of 2010, we should have simulations with the current MMF from at least two subgrid turbulence schemes (IPHOC and CLUBB).  If either one yields promising results, we will then test it in the MMF at higher horizontal and vertical resolutions.  A particular target will be to obtain a realistic distribution of cloud cover over the subtropical oceans, as measured by cloud radiative forcing and vertical distribution of cloud cover.  

By the end of 2010, we also hope to have simulations with MMF using its current physical parameterizations and a variety of CRM horizontal and vertical resolutions up to 250 m horizontal/100 m vertical.  One key issue we will be addressing is how large a CRM domain is needed for these simulations – does it need to be 128 km long as in the current MMF, or can it be smaller?  Is a smaller 3D domain useful to allow a credible CRM simulation of turbulence momentum flux and surface wind stress? 

While a 100 m vertical grid spacing appears to be adequate for simulating shallow cumulus convection, a vertical grid spacing as small as 5 m is needed to maintain stratocumulus cloud layers underneath a strong sharp inversion, which are a very important cloud type because they reflect a lot of sunlight back to space  (Klein and Hartmann 1993).   Roj Marchand and Peter Blossey (UW) will try to implement Marchand’s adaptive gridding algorithm (which adds vertical gridpoints wherever there is a strong subgrid turbulent fluxes, or a strongly stable temperature stratification) in the MMF.  This will require decoupling the global model’s fixed vertical grid from the CRM’s adaptive vertical grid and using conservative averaging to move between the two. We expect that this will allow the MMFlc to much better simulate stratocumulus cloud layers, even with a horizontal resolution as coarse as 250 m.   

Lastly, CRM simulations of low clouds, especially stratocumulus, have been shown to be sensitive to the numerical algorithm used for transport of temperature, humidity, and velocity by air motions (e. g. Bretherton et al. 1999).  SAM uses a relatively old advection scheme that appears to induce stronger unwanted numerical diffusion than some other algorithms. Peter Blossey plans to implement a new advection scheme (Blossey and Durran, 2008) in SAM and test its effects in the MMF 

Tom Ackerman and graduate student Zheng Liu (UW) will be testing and improving the Morrison microphysics in both SAM and MMF.  While their main interest is in how this two-moment scheme and some proposed improvements to it affects MMF simulations of cirrus anvils and ice clouds, their MMF simulations will also show whether low clouds and especially precipitation formation in low clouds are sensitive to use of this microphysical scheme (which is the same one that PNNL plan to use).   Because the Morrison microphysics involve predicting more quantities at each gridpoint, they add considerably (a factor of greater than two) to the computational expense of the MMF.  Different formulations of the Morrison microphysics which use two moments for only some of the cloud and precipitation species (as in Phillips and Donner, 200?) will be explored as needed to provide the best balance between computational cost and accurate simulation of cloud and precipitation processes.  

Applications of the MMFlc 

By the end of 2011, we will configure an MMFlc that best combines enhanced grid resolution and improved subgrid turbulence parameterization, along with the best microphysics we can afford, into a model that we can run for at least one year.  By the end of our renewal phase, we anticipate that increased computer resources and further model efficiency gains will allow us to carry out at least 2 five-year simulations with the MMFlc, adequate for testing its low cloud response to a representative fast-acting climate change (e. g. a specified increase in SST) and for evaluating its sensitivity to a human-induced aerosol perturbation (in collaboration with PNNL). 

Benchmark LES runs in support of MMFlc development   

MMF and especially MMFlc simulations are computationally intensive.  It is useful to benchmark new physical parameterizations in the SAM in a more limited setting before running them in the MMF. We have long used the GCSS suite of test cases for this purpose, and CMMAP will benefit by continuing to participate in model intercomparisons with SAM. 

One interesting challenge is to do large-domain SAM simulations over multiday periods long enough to compare the response of a simulated cloud field to the diurnal cycle and ‘weather’ variability to observations.  It is particularly illuminating to do these with the same horizontal/vertical grid as used in the MMFlc.  The VOCALS project is organizing a model comparison called the VOCALS Assessment (VOCA) over the SE Pacific that might be a good starting point.  In VOCA, regional and global models will be used to simulate the atmosphere during the period Oct-Nov 15 2008 over the SE Pacific Ocean, when a large field experiment was gathering airborne and shipborne cloud, aerosol, and chemical data over this region, complementing a wealth of routine satellite data which will undergo special analysis over this study area.  

We propose to use the SAM to simulate a 100x100 km doubly-periodic domain embedded in this study area over the month, forced by analyses of vertical motion and horizontal advective tendencies from the ECMWF global weather prediction model which we believe to be relatively accurate. The 'weak-temperature gradient' methodology of Blossey et al. (2009) will be used to control slow drifts of the simulated boundary layer structure away from observations.  A 100x100 km area is large enough to encompass the pronounced horizontal cellular variability of cloud cover that is typical of subtropical stratocumulus regimes.   The challenge for SAM is to simulate the day to day variability better than a conventionally parameterized weather forecast model. This would test the MMFlc physics in a environment more constrained than a global model, allowing a more careful attribution of simulation biases to individual physical processes. 
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