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programming interfaces (APIs). The Multi-modeling
Framework (MMF) SP-CAM model is being used by a
variety of collaborators throughout the CMMAP community
so we chosen to integrate it into the CMMAP Digital Library
portal to explore the utility of having a more convenient
method of access to a complex modeling environment.
The goal is to bring the experimental capabilities of the SP-
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science and the computing realms. The CMMAP — —

community portal is now being tested against the MACM
microphysics scheme. Initial MACM tests will focus on one
vs. two-moment treatment of precipitation (rain, snow,
graupel). The basic motivation is two-part: 1) the sensitivity
of the organization of deep convection and its
thermodynamic and dynamic characteristics to one-
moment versus two-moment microphysics in CRM studies,
and specifically the suggestion that microphysics-driven

impacts on cold pool characteristics are important in * DOE INCITE 2000
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cloud-resolving models, with generally too much light
precipitation, which may be due in part to representation of
precipitation microphysics. The idea is to conduct
simulations with appropriate configuration and output to
address both scientific questions.
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Would you like to define/install a new code configuration? If not,proceed to Runtime_Opts below:
® No

() Yes

Enter a whitespace-free code_configuration designation:

cfg:1312764560
NOTE: Code configuration name is tied to code version

Which atmospheric dynamics would you like to use?:
@® Finite-Volume

(O Semi-Lagrangian

Only Finite-Value grids supported at this time

Which atmospheric physics would you like to use?:

Which CRM microphysics package would you like?:
® Sam1mom-Standard

() m2005-Double Moment

ROJ version of SPCAM requires Samlmom

Would you like the CRM to be 2D or 3D?:
® 2D (CRM_nx or CRM_ny eq 1)
03D

Enter number of CRM columns in zonal dimension:
32

Enter number of CRM columns in meridional dimension:
1

Enter number of CRM layers in vertical dimension (at least 2 less than atm_nz):
28

Enter horizontal resolution of CRM in meters :

() Enable SOM input fields to history tapes ?

| R-1.User_Info | | R-2.Platfm/Version | | R-4.Runtime_Opts |
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