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Existing CMMAP Resources at SDSC

Disk allocation (45 TB) used to host digital library and
storage for CMMAP researchers via iRODS

CMMAP Digital Library

CMMAP platform for access to data, source code, and XSEDE
Community Gateway for CMMAP
A new project is starting within the XSEDE ’umbrella’ to
improve Gateway support. We will participate in that.

Subversion code repository

Currently used for community versions of SPCAM and MACM
What is the status of the version in CCSM and how do
changes in the svn versions correlate (or not)?

Disk allocation (45 TB) used to host digital library and
storage for CMMAP researchers via iRODS
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Digital Library Holdings
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Configuration Management Challenges

Model Configuration PI Status of Data

SP-CCSM3.0 Rachel
Cristina Stan

?

MACM EXP0, EXP1 Hugh Morrison
Minghuai Wang

SDSC

SPCAM Mike Pritchard UW (coming to SDSC)

GigaLES I Marat Kharoutdinov Some at SDSC, some at 
UTAH, some at NCAR, 
some missing

GigaLES-SIB3 ? ?
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Data Publication System for CMMAP as Integral Part of
Digital LIbrary

UC system is supporting
DataCite for the assignment
of DOIs

CMMAP should be
publishing datasets and
source code using DOIs

We should join DataCite as
an authorized issuer of DOIs

CIWG should recommend to
the EXCOMM to authorize
becoming a member of
DataCite
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Data Publication System for CMMAP as Integral Part of
Digital LIbrary
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2M SUs Consumed on Kraken
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Latest Results: 2M SUs Consumed on Kraken (cont.)

CMMAP MMF portal was moved from Steele (Purdue) to
Kraken (ORNL) last year for use by Hugh Morrison for his
microphysics development

Initially the intention was to use the ’standard’ MMF but late
breaking results suggested that switching to the
PNNL/MACM version would be more desirable. We made
this decision at the Winter meeting in Ft. Lauderdale

Hugh was able to complete some preliminary runs but the
results suggested that longer runs did not make sense until he
could analyze what was going on with the preliminary results.

Of course the switch to MACM set back the CMMAP portal
development that was predicated on the use of the ’standard’
MMF. However, Jack Ritchie made heroic efforts to switch to
the MACM.
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2M SUs Consumed on Kraken (cont.)

Mike Pritchard and Gabe Kooperman stepped up and made
use of the allocation for some of Gabe’s preliminary
dissertation work and Mike’s continuing investigation of
CONUS diurnal variability.

These results are being analyzed and the runs will be added to
the CMMAP Digital Library.

Don Dazlich was also able to use some SUs to do some
benchmarking of SAM coupled with the land-surface model
(SIB3, gigales-sib3) from kraken, a Cray XT5 in support of a
planned proposal for September to perform new Giga-LES
runs.
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Status of Portal Development
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Status of Portal Development

Output from the runs /archive/science/cmmap-
staging/source/CMMAP SPCAM MACM EXP0

iRODS repository
/cmmap001/home/cmmap/model runs/CMMAP MACM EXP01

FRE (GFDL workflow management tools) partially integrated
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Due Dates
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XSEDE: What Experiments and What Resources Do We
Want?

1 New GigaLES Run with SAM and SIB3 (Kraken)

1 How many runs?
2 How much data storage?
3 What data format(s)?

2 CMMAP Model Intercomparison?

3 CMMAP Community Account Portal for SPCAM5 (Kraken)

4 Visualization and Data Analysis (Gordon)

5 Data Transfer via DYNES and possibly BISON
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First GigaLES Specifications: Idealized GATE Simulation
of Convection over Tropical Atlantic) from Marat Kharoutdinov

Based on average forcing and sounding from GATE Phase III
observations (30 August - 19 September 1074, Tropical
Atlantic)

Forcing: SST, horizontal advective tendencies of s and q;
mean wind nudged to observed; radiative heating prescribed;
surface fluxes - interactive.

Domain: 2048 x 2048 x 256 grid points, or 205 x 205 x 27
km3 (horizontal grid spacing 100m)

Vertical grid spacing: (50m below 1km, 50-100m @1-5km,
100m @5-18km, 100-300m above)

Time step: 2 sec, duration: 1 day

Initialization: random small-amplitude noise in temperature
near the surface; run done over 6 days wall-clock time on
2048 processors of IBM BlueGene BG/L of NYCCS
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Parallel I/O Update

Pagoda: Parallel Analysis of Geoscience Data

Overview

Pagoda is both an API for data-parallel analysis of geodesic climate data as well as the set of data-parallel processing tools based on this
API. The API and the tools were designed first to support geodesic semi-structured NetCDF data, however they are generic enough to work
with regularly gridded data as well. The command line tools are designed to be similar to the NetCDF Operators.

Pagoda is currently in an early release stage. While we intend to mimic the NCO tools, some functionality is not yet available. In particular,
the command line tools do not yet process missing values. Metadata editing operations are not implemented since they are not inherently
parallel operations.

Pagoda has been tested on Linux workstations and Cray XT4 (franklin at NERSC).

Download has the latest release
Build Documentation has information on building pagoda
User's Guide has information on running the command-line tools

Currently Supported Command-line Tools

pgra record averages
pgea ensemble averages
pgbo binary operations
pgsub data subsetting
pgflint file iterpolation

News

05/11/2011: Presented at GO-ESSP. Here are the slides (PDF,2.1M) on the GO-ESSP web page. Also available on our presentations
page.
04/11/2011: Version 0.6 released.
12/13/2010: Version 0.5.2 released.
11/09/2010: Version 0.5.1 released.
10/29/2010: Version 0.5 released. The first public release of pagoda. Command-line tools implemented include pgra, pgea, pgbo, and
pgsub.

Required Software

Global Arrays toolkit 5.0 http://www.emsl.pnl.gov/docs/global/
Parallel NetCDF 1.2 or later http://trac.mcs.anl.gov/projects/parallel-netcdf
Message Passing Interface

Mailing List

Subscribe to pagoda-dev

Email:  Subscribe
Visit this group

Motivation

Analysis and visualization of high-resolution GCRM data sets requires large amounts of memory, efficient IO, and potentially significant
processing power to perform common operations such as climatology (daily, weekly, monthly averages), weighted averages, dimension
reduction operations such as zonal means or vertical integration as well as more sophisticated operations such as correlation, variance,
vertical integration, and standard deviations. Most currently available tools are serial and/or operate only on regular grids. In contrast, the
GCRM generates data of higher resolution than devices can handle or the eye can see. Community-based, parallel tools to support zooming
and roaming through this massive data are sorely needed. General purpose 3D visualization tools provide excellent 3D visualization
capabilities designed specifically to support arbitrary unstructured grids, grid interpolation, parallel rendering and numerous 3D visualization
and analysis operations such as zooming and slicing. However, support for typical climate analyses such as zonal means and plots of
functions of time-varying variables (e.g. timeaveraged temperature) are not currently implemented, nor are the typical abstractions of
climate data sets provided to enable climate scientists to implement their own analyses. Beyond the GCRM, there is a growing recognition
of the need for general parallel processing tools [Larson, DOE] for climate analysis.

Pagoda - gcrm - Trac https://svn.pnl.gov/gcrm/wiki/Pagoda
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Parallel I/O Update

NetCDF 4.2.1 Release Notes

The 4.2.1 relelase for the netCDF C libraries contains new features, bug fixes, performance improvements, and internal refactoring.

Ported static and shared libraries (DLL's) for both 32- and 64-bit Windows, including support for DAP remote access, with
netCDF-3 and netCDF-4/HDF5 support enabled. The environment for this build is MSYS/MinGW/MinGW64, but the resulting
DLLs may be used with Visual Studio. [NCF-112] [NCF-54] [NCF-57] [NCF-65]
Implemented diskless files for all netCDF formats. For nc_create(), diskless operation performs all operations in memory and
then optionally persists the results to a file on close. For nc_open(), but only for netcdf classic files, diskless operation caches
the file in-memory, performs all operations on the memory resident version and then writes all changes back to the original file
on close. [NCF-110] [NCF-109] [NCF-5]
Added MMAP support. If diskless file support is enabled, then it is possible to enable implementation of diskless files using the
operating system's MMAP facility (if available). The enabling flag is "--enable-mmap". This is most useful when using nc_open()
and when only parts of files, a single variable say, need to be read.
Changed the file protections for NC_DISKLESS created files to 0666. [NCF-182]
Added a specific NC_MMAP mode flag to netcdf.h to modify behavior of NC_DISKLESS.
Added configure flag for --disable-diskless.
Added nccopy command-line options to exploit diskless files, resulting in large speedups for some operations, for example
converting unlimited dimension to fixed size or rechunking files for faster access. Upgraded doxygen and man-page
documentation for ncdump and nccopy utilities, including new -w option for diskless nccopy, with an example.
Modified Makefile to allow for concurrent builds and to support builds outside the source tree, e.g. 'mkdir build; cd build;
SOURCE-DIR/configure' where SOURCE-DIR is the top-level source directory.
Fixed some netCDF-4 bugs with handling strings in non-netCDF-4 HDF5 files. [NCF-150]
Fixed bug using nccopy to compress with shuffling that doesn't compress output variables unless they were already
compressed in the input file. [NCF-162]
Fixed bug in 64-bit offset files with large records, when last record variable requires more than 2**32 bytes per record.
[NCF-164]
Fix bug in which passing a NULL path to nc_open() causes failure. [NCF-173]
Fixed ncgen bugs in parsing and handling opaque data.
Fixed ncdump bug, not escaping characters special to CDL in enumeration labels. [NCF-169]
Fixed ncdump to report error when an unsupported option is specified. [NCF-180]
Fixed bug reading netCDF int into a C longlong or writing from longlong to external int on 32-bit platforms with classic format
files. The upper 32 bits of the longlong were not cleared on read or used on write. [NCF-171]
Resolved some erroneous returns of BADTYPE errors and RANGE errors due to conflating C memory types with external netCDF
types when accessing classic or 64-bit offset files. [NCF-172]
Fixed bug with ncdump -t interpreting unit attribute without base time as a time unit. [NCF-175]
Changed port for testing remote access test server to increase reliability of tests.
Modified ncio mechanism to support multiple ncio packages, so that it is possible to have e.g. posixio and memio operating at
the same time.
Fixed memory leak detected by valgrind in one of the HDF5 tests.
Fixed problem with #elif directives in posixio.c revealed by PGI compilers.
Generation of documentation is disabled by default. Use --enable-doxygen to generate. [NCF-168]
Added description of configure flags to installation guide.
Clarified documentation of arguments to nc__open() and nc__create() and their default values.
Fixed documentation of CDL char constants in Users Guide and ncgen man page.
Fixed doxygen installation guide source file to preserve line breaks in code and scripts. [NCF-174]
Cleaned up a bunch of lint issues (unused variables, etc.) and some similar problems reported by clang static analysis.
Updated and fixed pkg-config source file netcdf.pc.in to work with separated netCDF language-specific packages. Also fixed
nc-config to call nf-config, ncxx-config, and ncxx4-config for for backward compatibility with use of nc-config in current
Makefiles. [NCF-165] [NCF-179]

The 4.2.1 release source code is available from the following URL: http://www.unidata.ucar.edu/downloads/netcdf/netcdf-4_2_1

Build it according to these instructions. Set up the environment for building for Windows by following these supplementary
instructions.

Report problems to the support email address: support-netcdf@unidata.ucar.edu

Last modified: Wed Jul 18 15:58:46 MDT 2012

NetCDF 4.2.1 Release Notes http://www.unidata.ucar.edu/software/netcdf/release-notes-4.2.1.html
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Parallel I/O Update
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Visualization and Data Analysis

VisIT testing has been done
on Gordon@SDSC to
evaluate how it handles
netCDF files and how to
control the rendering engine

Marat Kharoutdinov has a
ray-tracing (ray-casting?)
algorithm

Steve Krueger and his
student Ian have some nice
results with SHDOM
(radiative transfer code)

Marat  
Kharoutdinov

VisIT
John Helly

Amit Chourasia

SHDOM
Ian Glenn

Steve Krueger
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Visualization and Data Analysis (cont.)

This has been combined
with NCO-based ’stacking’
procedures to combine 40
netCDF files into 4GB single
time-step files for a 160 GB
dataset

Same data files used for viz
were then analyzed with R
using Gordon

Large-scale Data Analysis of NetCDF Files Using R on Gordon 
@ San Diego Supercomputer Center

Massive Data Analysis of Large-eddy Simulation of Deep 
Convection in Atmosphere (Clouds) using vSMP
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/Volumes/Projects_001/cmmap/src/R/read_files_ncdf.R hellyj@ucsd.edu copyright 2012−07−12 16:29:29
/Volumes/Projects_001/cmmap/Figures/Figure_GigaLES_QN_vSMP_Gordon.pdf
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Simulation Details
•GigaLES Model Run Dataset (partial)
•40 time-steps (24 hour simulation)
•256 vertical layers
•2048 x 2048 meters
•100 m horizontal resolution

R Analysis
•160 GB data set (40 netCDF files @ 4 GB each)
•340 GB memory footprint
•~ 3 ½ hours for data input and analysis

The Center for Multi-scale Modeling of Atmospheric Processes (CMMAP) is an NSF Science and 
Technology Center focused on improving the representation of cloud processes in climate models.

•Multi-scale Modeling Framework: M. Kharoutdinov, SUNY Stonybrook
•Visualization: J. Helly, A. Chourasia
•Analysis: J. Helly, S. Strande

Monday, August 6, 2012
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Gordon Specifications
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vSMP on Gordon
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Visualization and Data Analysis (cont.)

Large-scale Data Analysis of NetCDF Files Using R on Gordon 
@ San Diego Supercomputer Center

Massive Data Analysis of Large-eddy Simulation of Deep 
Convection in Atmosphere (Clouds) using vSMP
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Simulation Details
•GigaLES Model Run Dataset (partial)
•40 time-steps (24 hour simulation)
•256 vertical layers
•2048 x 2048 meters
•100 m horizontal resolution

R Analysis
•160 GB data set (40 netCDF files @ 4 GB each)
•340 GB memory footprint
•~ 3 ½ hours for data input and analysis

The Center for Multi-scale Modeling of Atmospheric Processes (CMMAP) is an NSF Science and 
Technology Center focused on improving the representation of cloud processes in climate models.

•Multi-scale Modeling Framework: M. Kharoutdinov, SUNY Stonybrook
•Visualization: J. Helly, A. Chourasia
•Analysis: J. Helly, S. Strande

Monday, August 6, 2012
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DYNES and BISON Data Transportation Rates
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OC−192 10 Gbps (lamdba)

OC−768 39.813 Gbps

Residential (~10 Mbps)

BISON Proposal (100 Gbps)

NCAR CCSM AR4 2xCO2 (62 parameters)

GigaLES (SAM, 1 Day)

GCRM (1YR)

ICTP Room 307
Lonicera
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GPU processing on Keeneland

Ross Heikes provided GCRM
kernel code for testing

Some account problems
delayed testing so this will
proceed next quarter
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