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layer air into a cyclonic spiral [Methven and Hoskins, 1998].
By day 16, the mixing in LC1 is confined to a relatively
narrow latitudinal band extending from 55!N to 70!N,
which is found to be in the stratosphere: this explains why
Bx!S is larger for LC1 than for LC2 (see Figure 10b). For
LC2, the much broader mixing region extends from 20!N to

75!N and is located almost entirely in the troposphere,
explaining the larger value MBS

x for LC2 (see Figure 11).

6. A 3D View of Air Mass Evolution

[60] Up to this point, tracer evolution has been visualized
by two-dimensional snapshots plotted on isentropic surfa-

Figure 12. Tracer evolution, at selected days, on q = 300 K (T170L120 solution); left column for LC1,
right column for LC2. Red contours show tracer B+, blue contours tracer S1: the contour interval is 0.1 for
both. Grey shading: the mixing region (i.e., (S1 ! B+) > 0.1). Black shading: where the q surface is below
with the ground. Projection as in Figure 4.
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Rossby waves: undulations in the jet-streams

- midlatitude Rossby waves 
often propagate on the jet-
streams 

- they often overturn, or “break” 

• clockwise = anticyclonic 
wave breaking 

• counter-clockwise = 
cyclonic wave breaking 

- wave breaking is important 
for momentum fluxes and 
maintaining the jet-stream 

- it may also play a role in 
transport

The Polar Jet Stream 
NASA Scientific Visualization Studio
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RWB occurs on the flanks of the jets

- the momentum fluxes due to 
RWB largely maintain the 
midlatitude jet stream 

- the jet-stream also modifies 
the RWB frequencies through 
its vorticity gradient, speed 
and position

Barnes & Hartmann (2012)

events identified by h250. h125 compares very well with
PV350K likely because both surfaces are in close proximity to
each other (refer to Figure 3), although there is an apparent
poleward shift of the potential vorticity maxima. A likely
reason for the small shift between the h125 and PV350K dis-
tributions is that the centroid of each event is defined as the
mean latitude of all overturning grid points. Since potential
vorticity has a very large gradient in the subtropics, the more
poleward contours are more likely to identify wave breaking
and thus the centroids are more heavily weighted toward the
pole. We have confirmed that this is the case by defining the
latitude of an event as the latitude of the grid point closest to
the pole. Using this definition, we find that the latitude of
maximum midlatitude wave breaking agrees between all
three curves to within 2.5! (not shown).

[43] The h250 shows significantly more tropical wave
breaking compared to the other two curves. To demonstrate
the reason, Figure 11 shows latitude-longitude frequency
plots of wave breaking for PV350K, h125 and h250. The
increased tropical wave breaking in h250 is not due to zonally
symmetric tropical wave breaking, but rather predominantly
occurs off of the Guinea Coast and in the equatorial eastern
Pacific. These regions are known to be areas in the tropo-
sphere with westerlies along the equator, allowing Rossby
waves to propagate from one hemisphere to another
[Webster and Holton, 1982; Waugh and Polvani, 2000;
Barnes and Hartmann, 2012]. These findings mimic those
of Hitchman and Huesmann [2007] where enhanced tropical
wave breaking was also found in regions of cross-equatorial
flow. Equatorial westerlies are absent in the lower-

Figure 11. Latitude-longitude gridded wave breaking frequency in the annual mean from ERA-Interim
based on (a) potential vorticity on the 350 K potential temperature surface, and absolute vorticity at (b)
125 hPa and (c) 250 hPa.
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potential vorticity [McIntyre and Palmer, 1983; Baldwin
and Holton, 1988; Abatzoglou and Magnusdottir, 2007].
[36] Figures 8c and 8d display annual mean wave break-

ing frequencies decomposed into cyclonic and anticyclonic
events (note the change in contour intervals compared to
Figures 8a and 8b). Anticyclonic wave breaking is more
frequent than cyclonic wave breaking and is found pre-
dominantly on the flanks of the jets and extends into the
stratosphere. Cyclonic breaking tends to be spread over a
wide range of latitudes and also occurs on the equatorward
flank of the subtropical winds in both hemispheres. This
feature was also seen in the barotropic model and is associ-
ated with the strong easterlies in this latitude band predom-
inantly during JJA (refer to Figure 8a). We have investigated
these features further and have verified that low-latitude
cyclonic wave breaking only occurs in sectors of the hemi-
sphere where strong easterlies are present.

4.2. Influence of the Subtropical Jet in JJA
[37] It has been hypothesized that a strong subtropical jet

prevails over the Indian and Pacific Oceans during JJA and
can significantly reduce the positive eddy-mean flow feed-
back by influencing the location of wave breaking
[Eichelberger and Hartmann, 2007; Barnes and Hartmann,
2010a, 2011]. Our algorithm allows us to determine whether
the presence of these strong upper-level winds during winter
modifies wave breaking distributions and potentially influ-
ences the eddy-mean flow feedbacks in the midlatitudes.
[38] To address this question, we calculate wave breaking

frequencies analogous to those for the barotropic model
(Figure 7) for Southern Hemisphere winter-time (JJA) wave
breaking in ERA-Interim (Figure 9). With the results from
the barotropic model as a guide, we begin by compositing
wave breaking frequencies in a sector of the Indian Ocean
basin (60!E–80!E) where both a strong subtropical and

Figure 8. Zonally integrated wave breaking frequency for the ERA-Interim Reanalysis during (a) JJA
and (b) DJF and in the annual-mean for (c) cyclonic and (d) anticyclonic orientations. Zonal-mean zonal
winds are contoured every 5 m/s in gray, with the zero line omitted. Dashed gray lines denote easterlies,
and the linear vertical spacing changes at 100 hPa to highlight the stratosphere.
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Hanley & Cabellero (2012)

- evolution of extreme wind-storms over Europe linked to RWB that occur 
during +NAO events 

- the most intense storms are associated with the simultaneous occurrence of 
both cyclonic and anticyclonic flavors

RWB and actual weather: wind storms

southward flank of the pre-existing large-scale depression
over the North Atlantic (Figure 2c). At peak destructiveness
(Figure 2d), ‘Daria’ superimposes its SLP gradient on the
already strong background gradient over WCE, leading to
the extremely destructive surface winds there.
[12] The corresponding evolution at upper levels is illus-

trated in the bottom row of Figure 2. The shading shows
potential temperature on the 2-PVU potential vorticity
surface (qPV2). This field is a good approximation to the
tropopause elevation for air originating poleward of 25!N;
it conveniently summarizes most of the important upper-level
dynamical structure in a single picture [Thorncroft et al.,
1993]. The large-scale surface low over the North Atlantic
which pre-exists ‘Daria’ and strongly influences its evolution
is associated at upper levels with a large-scale intrusion of
high-latitude, low qPV2 air which is turned cyclonically by the
ambient flow, leading to a local reversal of the north-south
qPV2 gradient—the classic signature of cyclonic Rossby-
wave breaking [Thorncroft et al., 1993]. Simultaneously,
an intrusion of low-latitude, high qPV2 air collides with
the cold-air intrusion, turning anticyclonically and breaking
over the subtropical North Atlantic. We emphasize that these
concurrent cyclonic and anti-cyclonic wave breaking events
precede the birth of ‘Daria’ and act to create favourable con-
ditions for ‘Daria’s destructiveness: specifically, the conflu-
ence of warm and cold air over the midlatitude North Atlantic
creates a region of high baroclinicity associated with a very
strong zonally-oriented jet, which acts both to explosively
intensify ‘Daria’ as it passes through to the left-exit region
[Rivière and Joly, 2006], and to steer ‘Daria’ into continental
Europe instead of taking the more common route towards
Iceland.
[13] Detailed inspection of the evolution of the top 25

storms indicates that 22 can be subjectively grouped as
having an evolution qualitatively similar to that of ‘Daria’,
including ‘Lothar’ (Figure S1g in the auxiliary material). For
the rest of the paper we will refer to these 22 storms as

‘embedded storms’. The 3 excluded storms (Figures S1n,
S1u, and S1y in the auxiliary material) all lack at least one of
these ingredients. The tracks of the 22 ‘embedded storms’,
plotted in red in Figure 1b, resemble the ‘westerly flow’
cluster objectively identified by Donat et al. [2010].
[14] Preliminary work also suggests that ‘embedded

storms’ are disproportionately represented amongst the most
intense storms. Examining the evolution of the top 10, 25
and 50 storms, we find ‘embedded storms’ fractions of 10/
10, 22/25 and 33/50 respectively.

4. Surface Pressure Composites and Relation
With the NAO

[15] We compute a daily NAO index by projecting
monthly SLP EOFs onto daily SLP fields, following the
method described in Pinto et al. [2009]. A composite of this
daily NAO index over the ‘embedded storms’ centred on the
moment of maximum destructiveness (Figure S2 in the
auxiliary material), shows that the NAO peaks approximately
2 days before the time of maximum destructiveness; thus,
the storms typically make landfall when the NAO index is
waning and has moderate amplitude, in agreement with
previous work [Pinto et al., 2009; Donat et al., 2010].
Figure S2 also shows that the ‘embedded storms’ typically
occur during a period of anomalously persistent high NAO,
with a much longer build-up to maximum NAO index and
a more gradual decay compared to a climatologically high
NAO event.
[16] Figure 3 offers a spatially resolved comparison of

surface pressure evolution composited over the ‘embedded
storms’ and over climatological high positive NAO events.
The most notable feature of Figures 3a–3c is the striking
resemblance to the evolution of ‘Daria’ shown in Figures 2a–
2d, despite the fact that we are compositing over 22 storms.
A high-positive NAO pattern with a very deep, large-scale
low situated near Iceland and an elevated high situated over

Figure 2. Evolution of the extreme storm ‘Daria’ in both the MSLP and potential temperature on the 2-PVU surface
(K) fields, shown at (a, e) 4.5 days, (b, f) 2.25 days, (c, g) 1 day and (d, h) 0 days from maximum destructiveness. ‘Daria’s’
track is denoted by a red line in the MSLP field and a white line with a circle denoting the current position in the potential
temperature field. In the MSLP panels, ‘Daria’s’ boundary is denoted by a black circle of radius 1000 km centred on the
cyclone centre, while grey shading denotes areas where the surface wind exceeds the local 98th percentile. Arrows show
the 250 hPa wind (the longest arrow is approximately 50 m s"1).
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Atmospheric rivers and RWB

Ryoo et al. (2013)

- Atmospheric rivers bring 
intense precipitation to the 
west coast of the U.S. 

- Many previous studies have 
suggested a role for the 
large-scale circulation in this 
transport
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ABSTRACT

This study demonstrates that water vapor transport and precipitation are largelymodulated by the intensity
of the subtropical jet, transient eddies, and the location of wave breaking events during the different phases of
ENSO. Clear differences are found in the potential vorticity (PV), meteorological fields, and trajectory
pathways between the two different phases. Rossby wave breaking events have cyclonic and anticyclonic
regimes, with associated differences in the frequency of occurrence and the dynamic response. During La
Ni~na, there is a relatively weak subtropical jet allowing PV to intrude into lower latitudes over the western
United States. This induces a large amount of moisture transport inland ahead of the PV intrusions, as well as
northward transport to the west of a surface anticyclone. During El Ni~no, the subtropical jet is relatively
strong and is associated with an enhanced cyclonic wave breaking. This is accompanied by a time-mean
surface cyclone, which brings zonal moisture transport to the western United States. In both (El Ni~no and La
Ni~na) phases, there is a high correlation (.0.3–0.7) between upper-level PV at 250 hPa and precipitation over
the west coast of the United States with a time lag of 0–1 days. Vertically integrated water vapor fluxes during
El Ni~no are up to 70 kgm21 s21 larger than those during La Ni~na along the west coast of the United States.
The zonal and meridional moist static energy flux resembles wave vapor transport patterns, suggesting that
they are closely controlled by the large-scale flows and location of wave breaking events during the different
phase of ENSO.

1. Introduction

The El Ni~no–Southern Oscillation (ENSO) is a qua-
siperiodic large-scale climate pattern in the tropical
Pacific Ocean, characterized by large sea surface tem-
perature variations in the tropical eastern Pacific on
interannual time scales with a period ranging from 2 to
7 yr (e.g., Diaz and Markgraf 1992; Tziperman et al.
1994; Changnon 2000). An interesting feature of ENSO

is that although ENSO is the dominant interannual
oscillation pattern in the tropics, its impact also ex-
tends to the time-mean subtropical and extratropical
atmospheric circulation. Bjerknes (1969) showed that
an anomalous heat source from tropical deep convec-
tion changes the Hadley circulation and thus strongly
influences the strength and the location of the sub-
tropical upper-level jet. This influence is realized in
both hemispheres, but a stronger response appears in
the winter hemisphere. In the extratropics, ENSO is
associated with zonally asymmetric wavelike anoma-
lies extending from subtropics to the mid to high lati-
tudes of both hemispheres (Karoly 1989; Seager et al.
2003; L’Heureux and Thompson 2005).
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Ni~na, the correlation is high in the northwestern United
States, especially over Washington, Oregon, and North-
ernCalifornia, peaking its value at lag5 0, while during
El Ni~no, the high correlation resides mostly in the
southwestern coastal regions and in California and Ne-
vada (not shown). This also emphasizes that the presence
of the different types of upper-level wave breaking events
during different phases of ENSO is highly relevant for
controlling the location and intensity of the precipita-
tion over the western United States. Of further note,
the correlation of precipitation with the lower-level PV
(600–850 hPa) is very small (not shown). Outside these
regions, for example, the regions over 308–458N, 1108–
908W, where there are few PV intrusion events, the
correlation both between upper-level PV and pre-
cipitation and the upper-level PV and RH is low, in-
dicating that precipitation fluctuations are not closely
linked with PV fluctuations in these regions. The low
correlation in these regions could also be due to the
larger impact of measurement noise on precipitation,
but the similar results are obtained using Tropical

Rainfall MeasuringMission data, confirming our findings
(not shown).

5. Meridional water vapor transport

a. Meridional eddy flux diagnostics

Figures 1 and 2 show that the background large-scale
mean flow provides important conditions for generating
the different types of Rossby wave breaking. This raises
a question about the role of transient eddies in main-
taining or destroying the mean flow associated with
anticyclonic or cyclonic Rossby wave breaking. Stone
et al. (1999) noted that the life cycle of extratropical
waves consists of baroclinic growth with poleward mo-
mentum fluxes. The upper-level eddy horizontal mo-
mentum flux and the lower-level eddy heat flux are
known to be important components of the localized
Eliassen–Palm flux, which is an indicator of the eddy
activity flux, and the impact of eddies on the zonal
mean basic flow (Trenberth 1986; Shapiro et al. 2001).
Therefore, we use the horizontal eddy momentum flux
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tion over the western United States. Of further note,
the correlation of precipitation with the lower-level PV
(600–850 hPa) is very small (not shown). Outside these
regions, for example, the regions over 308–458N, 1108–
908W, where there are few PV intrusion events, the
correlation both between upper-level PV and pre-
cipitation and the upper-level PV and RH is low, in-
dicating that precipitation fluctuations are not closely
linked with PV fluctuations in these regions. The low
correlation in these regions could also be due to the
larger impact of measurement noise on precipitation,
but the similar results are obtained using Tropical
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(not shown).

5. Meridional water vapor transport

a. Meridional eddy flux diagnostics

Figures 1 and 2 show that the background large-scale
mean flow provides important conditions for generating
the different types of Rossby wave breaking. This raises
a question about the role of transient eddies in main-
taining or destroying the mean flow associated with
anticyclonic or cyclonic Rossby wave breaking. Stone
et al. (1999) noted that the life cycle of extratropical
waves consists of baroclinic growth with poleward mo-
mentum fluxes. The upper-level eddy horizontal mo-
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large water vapor contents at low altitudes (Ralph et al.
2004, 2005a). They constitute the part of the warm
conveyor belt (e.g., Browning 1990; Carlson 1991) con-
taining strong latent heat transport. Figure 1 shows three
examples of ARs observed using measurements of ver-
tically integrated water vapor (IWV) from Special Sensor
Microwave Imager (SSM/I) (Hollinger et al. 1990) satel-
lite measurements. In each of these cases, extreme pre-
cipitation occurred somewhere along the U.S. west coast,
ranging from 495 mm in less than a day to 660 mm in 4
days, including the November 2006 event (Fig. 1b) docu-
mented by Neiman et al. (2008a). The temporal evolution
of one event, the one studied in detail in this paper, is shown
in Fig. 2. The AR developed first near Hawaii (Fig. 2a)

and then struck the U.S. west coast (Fig. 2c), which led to
heavy orographic precipitation (Fig. 2e) and high stream
flows that brought an end to a period of drought in the
Pacific Northwest. (It is important to recognize that while
a static image of an AR, as in Figs. 1 and 2, suggests that
an Eulerian perspective can be helpful, the Lagrangian
nature of the water vapor transport in ARs is a crucial
concept that better represents the fact that rainout, evapo-
ration, moisture convergence, and other processes modu-
late the water vapor transport along an AR.) An underlying
question is, what conditions, from the planetary to the
mesoscale, are important for distinguishing average ARs
from those that produce extreme rainfall or flooding?

A number of studies of related phenomena provide
context for this paper. On the planetary scale, research has
identified linkages between tropical forcing and the baro-
clinic waves and storm track that bring precipitation to the
U.S. west coast. Mo and Higgins (1998a,b) showed that the
location of tropical convection in the Pacific modulates
water vapor transport at midlatitudes, affecting the U.S.
west coast. Mo (1999), as well as Bond and Vecchi (2003),
documented correlations between the position of the
Madden–Julian oscillation (MJO) in the tropics and alter-
nating wet and dry episodes along the West Coast. Jones
(2000) showed that the best correlation to extreme pre-
cipitation in California was when MJO convection was
positioned over the Indian Ocean. Kiladis (1998) diagnosed
linkages between tropical convection, subtropical moisture
flux, and extratropical Rossby waves. Within this context,
the presence of two parallel ARs in the North Pacific in
Fig. 2 is strongly suggestive of such tilted extratropical wave
packets (EWPs), which advect moisture poleward along
the leading edges of upper-level troughs and associated
surface fronts. Shapiro et al. (2001) explored the modu-
lating effect of the El Niño–Southern Oscillation (ENSO)
on key characteristics of EWPs (Chang 1993; Chang 2005)
in the eastern Pacific. These studies and many others on the
links between tropical forcing, EWPs, and storm tracks are
summarized in Dole (2008).

An important direct tropical–extratropical interaction
that is characteristic of at least some ARs that produce
extreme precipitation is that they extend to the tropics
and apparently entrain, or ‘‘tap,’’ tropical moisture, which
can then be advected to higher latitudes. This inference is
based on SSM/I IWV satellite imagery (e.g., Figs. 1 and 2),
selected case studies (Neiman et al. 2008a; Leung and
Qian 2009), and model trajectory analysis (Bao et al.
2006; Stohl et al. 2008; Knippertz and Wernli 2010).
Knippertz and Martin (2007) also explored the subject of
water vapor transport from the tropics to subtropics, but
in cutoff lows where midtropospheric (700 mb) water
vapor transport defined what they termed a moist conveyor
belt. However, direct observation of water vapor transport

FIG. 1. Examples of AR events that produced extreme pre-
cipitation along the U.S. west coast, and exhibited spatial conti-
nuity with the tropical water vapor reservoir as seen in SSM/I
satellite observations of IWV. Composite SSM/I satellite images of
IWV (cm) of an AR emanating from the tropical (a) western Pa-
cific on the afternoon of 13 Oct 2009, (b) central Pacific on the
morning of 7 Nov 2006 (see Neiman et al. 2008a for a detailed
summary), and (c) eastern Pacific on the morning of 9 Jan 2005.
The images were generated using the algorithm of Wentz (1995).
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found along the tropics, into the subtropical extension of
the warm sector of a midlatitide extratropical cyclone, and
its incorporation into an AR that then transports at least
some of that water vapor into the midlatitudes. Although
this advection was observed in the subtropics in this case,
it should be recognized that rainout could remove much
of this tropical water vapor before reaching the coast.

However, trajectory studies by Bao et al. (2006) and Stohl
et al. (2008) showed that tropical water vapor did con-
tribute to precipitation in midlatitudes in at least those
cases. Also, Ralph et al. (2004) used satellite data to show
that rainout is relatively small on average in the subtropical
extensions of ARs (see Table 5 and Fig. 23 of Ralph et al.
2004), which is consistent with the tendency for subsidence

FIG. 15. Conceptual schematic for this case study depicting tropical–extratropical interactions leading to the
extrusion of tropical moisture into an AR over the eastern Pacific on 24–26 Mar 2005. (a) Large-scale depiction of
150-hPa streamline anomalies (red, planetary-scale circulations; green, EWP tied to the AR). The A and C labels
refer to anticyclonic and cyclonic circulation centers, respectively. The purple arrow shows the mean direction of
EWP energy dispersion. Gray shading depicts CLAUS observations of coherent cold cloud tops associated with the
MJO, three Kelvin waves (K1–K3), and the AR (enclosed within a dashed line). (b) Regional-scale depiction of the
EWP (thick gray-shaded arrow; purple arrow shows propagation direction) and associated extratropical cyclone
(standard frontal notation). Green shading depicts the tropical IWV reservoir and narrow IWV plume associated
with the AR, and the green arrows depict the tapping of tropical water vapor into the AR. Kelvin waves 2 and 3 are
enclosed with thin, black lines. The lower-tropospheric flow pattern is shown with black arrows. Dashed inset boxes in
(a) and (b) correspond to the domains in the follow-on panels. A frontal isochrone analysis for 26–27 Mar 2005 is
shown in (c), with a frontal wave propagating across the eastern Pacific and making landfall in northwestern OR
where heavy rain and flooding occurred. The blue isopleths represent the number of hours of AR conditions, based
on the isochrone analysis, and an assumption that the AR was 500 km wide.
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Why do we care about water vapor in the Arctic?

NSIDC

- Arctic is warming rapidly 
compared to the rest of the 
globe (“Arctic amplification”) 

- surface energy budget of the 
Arctic is key in determining its 
temperature 

- water vapor plays a critical 
role in the surface energy 
balance
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of the seasonal temperature trends that are linearly congruent with
changes in sea ice (Fig. 2) show remarkable resemblance to the ver-
tical profiles of the total temperature trends (Fig. 1). North of 70uN, a
large portion of each total trend is linked to reduced Arctic sea ice
cover (Fig. 2). The majority of the winter warming is associated with
changes in sea ice cover (Fig. 2a) even though the sea ice declines are
relatively small and the albedo feedback is weak during this season.
Strong winter warming is consistent with the atmospheric response
to reduced sea ice cover22,27 and reflects the seasonal cycle of ocean–
atmosphere heat fluxes22: during summer, the atmosphere loses heat
to the ocean whereas during winter the flux of heat is reversed. Thus,
reduced summer sea ice cover allows for greater warming of the
upper ocean but atmospheric warming is modest (Fig. 2c). The inter-
action is undoubtedly two-way because warmer upper-ocean tem-
peratures will further enhance sea ice loss. The excess heat stored in
the upper ocean is subsequently released to the atmosphere during
winter20,22. Reduced winter sea ice cover, in part a response to a
warmer upper ocean and delayed refreezing6,7, facilitates a greater
transfer of heat to the atmosphere. The observed thinning of Arctic
sea ice28,29, albeit not explicitly represented in ERA-Interim, is also
likely to have enhanced the surface heat fluxes.

Another potential contributor to the surface amplified warming
could be changes in cloud cover. Clouds decrease the incoming
short-wave (solar) radiation. However, this shading effect is partly
offset, or exceeded, by a compensating increase in incoming long-wave

radiation. In the Arctic, this greenhouse effect dominates during
autumn, winter and spring (Fig. 3), in agreement with in situ observa-
tions30. In summer, the shading effect dominates in the lower-latitude
regions of the Arctic basin whereas north of 80uN the two competing
effects approximately cancel out (Fig. 3c). Spring is the only season that
exhibits significant trends in Arctic average cloudiness in ERA-Interim,
and these are negative (the ERA-Interim cloud-cover trends are con-
sistent with satellite estimates; see Supplementary Information).
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Figure 1 | Surface amplification of temperature trends, 1989–2008.
Temperature trends averaged around circles of latitude for winter
(December–February; a), spring (March–May; b), summer (June–August;
c) and autumn (September–November; d). The black contours indicate
where trends differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) confidence levels. The line graphs show trends (same units as
in colour plots) averaged over the lower part of the atmosphere
(950–1,000 hPa; solid lines) and over the entire atmospheric column
(300–1,000 hPa; dotted lines). Red shading indicates that the lower
atmosphere has warmed faster than the atmospheric column as whole. Blue
shading indicates that the lower atmosphere has warmed slower than the
atmospheric column as a whole.
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Figure 2 | Temperature trends linked to changes in sea ice. Temperature
trends over the 1989–2008 period averaged around circles of latitude for
winter (a), spring (b), summer (c) and autumn (d). The trends are derived
from projections of the temperature field on the sea ice time series (Methods
Summary). The black contours indicate where the ice–temperature
regressions differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) uncertainty levels.
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Figure 3 | Impacts of cloud-cover changes on the net surface radiation.
Mean net surface radiation (short-wave plus long-wave) over the 1989–2008
period under cloudy-sky (solid lines) and clear-sky (dotted lines) conditions.
Means are averaged around circles of latitude for winter (a), spring
(b), summer (c) and autumn (d). The fluxes are defined as positive in the
downward direction. Red shading indicates that the presence of cloud has a
net warming effect at the surface. Blue shading indicates that the presence of
cloud has a net cooling effect at the surface. The dashed lines show the
approximate edge of the Arctic basin. Symbols show latitudes where
increases (triangles) and decreases (crosses) in total cloud cover significant
at the 99% uncertainty level are found.
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of the seasonal temperature trends that are linearly congruent with
changes in sea ice (Fig. 2) show remarkable resemblance to the ver-
tical profiles of the total temperature trends (Fig. 1). North of 70uN, a
large portion of each total trend is linked to reduced Arctic sea ice
cover (Fig. 2). The majority of the winter warming is associated with
changes in sea ice cover (Fig. 2a) even though the sea ice declines are
relatively small and the albedo feedback is weak during this season.
Strong winter warming is consistent with the atmospheric response
to reduced sea ice cover22,27 and reflects the seasonal cycle of ocean–
atmosphere heat fluxes22: during summer, the atmosphere loses heat
to the ocean whereas during winter the flux of heat is reversed. Thus,
reduced summer sea ice cover allows for greater warming of the
upper ocean but atmospheric warming is modest (Fig. 2c). The inter-
action is undoubtedly two-way because warmer upper-ocean tem-
peratures will further enhance sea ice loss. The excess heat stored in
the upper ocean is subsequently released to the atmosphere during
winter20,22. Reduced winter sea ice cover, in part a response to a
warmer upper ocean and delayed refreezing6,7, facilitates a greater
transfer of heat to the atmosphere. The observed thinning of Arctic
sea ice28,29, albeit not explicitly represented in ERA-Interim, is also
likely to have enhanced the surface heat fluxes.

Another potential contributor to the surface amplified warming
could be changes in cloud cover. Clouds decrease the incoming
short-wave (solar) radiation. However, this shading effect is partly
offset, or exceeded, by a compensating increase in incoming long-wave

radiation. In the Arctic, this greenhouse effect dominates during
autumn, winter and spring (Fig. 3), in agreement with in situ observa-
tions30. In summer, the shading effect dominates in the lower-latitude
regions of the Arctic basin whereas north of 80uN the two competing
effects approximately cancel out (Fig. 3c). Spring is the only season that
exhibits significant trends in Arctic average cloudiness in ERA-Interim,
and these are negative (the ERA-Interim cloud-cover trends are con-
sistent with satellite estimates; see Supplementary Information).
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Figure 1 | Surface amplification of temperature trends, 1989–2008.
Temperature trends averaged around circles of latitude for winter
(December–February; a), spring (March–May; b), summer (June–August;
c) and autumn (September–November; d). The black contours indicate
where trends differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) confidence levels. The line graphs show trends (same units as
in colour plots) averaged over the lower part of the atmosphere
(950–1,000 hPa; solid lines) and over the entire atmospheric column
(300–1,000 hPa; dotted lines). Red shading indicates that the lower
atmosphere has warmed faster than the atmospheric column as whole. Blue
shading indicates that the lower atmosphere has warmed slower than the
atmospheric column as a whole.
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Figure 2 | Temperature trends linked to changes in sea ice. Temperature
trends over the 1989–2008 period averaged around circles of latitude for
winter (a), spring (b), summer (c) and autumn (d). The trends are derived
from projections of the temperature field on the sea ice time series (Methods
Summary). The black contours indicate where the ice–temperature
regressions differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) uncertainty levels.
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Figure 3 | Impacts of cloud-cover changes on the net surface radiation.
Mean net surface radiation (short-wave plus long-wave) over the 1989–2008
period under cloudy-sky (solid lines) and clear-sky (dotted lines) conditions.
Means are averaged around circles of latitude for winter (a), spring
(b), summer (c) and autumn (d). The fluxes are defined as positive in the
downward direction. Red shading indicates that the presence of cloud has a
net warming effect at the surface. Blue shading indicates that the presence of
cloud has a net cooling effect at the surface. The dashed lines show the
approximate edge of the Arctic basin. Symbols show latitudes where
increases (triangles) and decreases (crosses) in total cloud cover significant
at the 99% uncertainty level are found.
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Arctic is  
warming faster

Temperature trends (1989-2008)
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moisture north of the Canadian Arctic coast at 700 hPa. On
8 February this warm air advection towards Eureka was
disrupted by a weak but developing 500 hPa low moving
north‐west from just west of Greenland to south of Eureka.

2.2. Microwave Humidity Sounder
[7] Pan‐Arctic mosaics of MHS PW are shown in Figure 1

for 6–9 February 2010. Satellite swaths performed from
00:00 to 12:00 UTC were combined (usually seven) for each
daily mosaic. Each mosaic is characterized by dry atmo-
spheric conditions (PW < 2 mm; blue‐green regions in
Figure 1), with moist intrusions (PW > 3 mm; red‐black
regions), incoming from lower latitudes. On 6 February, the
western Canadian Arctic Archipelago and Beaufort Sea was
mostly dry, with moist air over mainland North America.
Over the following three days, an intrusion of moist air
originating from the Alaskan low advected from the main-
land over the Beaufort Sea, eventually reaching the most
northern part of the Archipelago and Eureka on 9 February.
Further mosaics show the intrusion, blocked by a develop-
ing low to the south, remained stationary to the west of
Eureka until 11 February.
[8] The MHS analysis allows tracking of column PW

only. To identify the three‐dimensional aspects of the
intrusion, air parcel back trajectories were computed using
the FLEXTRA model (not shown, see Figure S1 of the
auxiliary material).1 The FLEXTRA analysis reveals that
the source region for the moisture in the intrusion was the
Pacific Ocean. Furthermore, back trajectories corresponding
to 500 and 1000 m trace over the north pole from Russia
show a separation between the airmass in the free tropo-
sphere and the strong winter‐time temperature inversion.

2.3. Lidar
[9] Figure 2 shows the time‐height cross‐section of WV

mixing ratio measured by the CRL between 20:35 UTC

8 February and 12:52 UTC 11 February. Data is presented
with 15 minute integration and 80, 150, 300 m vertical
resolution between 0, 2.5, 4 and 10 km, respectively. Each
day between 16:00 and 22:00 UTC, the missing data above
4 km is due to noise from scattered sunlight. The height
of temperature inversions measured by the 00:00 and
12:00 UTC daily radiosondes are indicated by black plus (+)
signs.
[10] Late on 8 February, the WV mixing ratio was at a

background level of only 0.2 g kg−1 above the surface
temperature inversion height of 900 m. Integrating the lidar
profile gave a column depth of 1.6 mm which agrees well
with the values seen by the MHS over Eureka at this time.
The intrusion of moist air is seen arriving at about 4 km
altitude at 03:00 UTC 9 February and then progressively
lower to 600 m by 18:00 UTC, hereafter referred to as
period “A”. The intrusion reached a peak WV mixing ratio
of 1.66 g kg−1 (statistical uncertainty ±0.06) at 16:14 UTC
9 February. Although most of the moist air remained above
the surface inversion, some was present in the boundary layer
between 16:00 UTC 9 February and 04:00 UTC 10 February.
The surface inversion layer appears to limit the further
lowering of the enhanced WV.
[11] The intrusion retreated west of Eureka by 05:00 UTC

10 February, leaving dry air above 2.2 km. This dryer period
is referred to as “B”. Based onMHS analysis (not shown), the
original intrusion re‐advanced by 12:00 UTC 10 February,
giving the appearance of a second intrusion in the lidar data
(Figure 2). This re‐advancement is referred to as period “C”,
and was confined between 2 and 4 km altitude. From the
radiosonde profiles, the top of the surface temperature
inversion in periods B and C was at approximately 2 km and
appears to separate the re‐advanced moisture from the
residual moisture below.

2.4. Pyrgeometer
[12] Downwelling longwave irradiance as measured by

the pyrgeometer over the period of the CRL observation is
shown as the black line in Figure 3. Changes in irradiance

Figure 1. Pan‐Arctic mosaic of PW calculated using two satellite (NOAA‐18 and MetOp‐A) based Microwave Humidity
Sounders for 6–9 February, 2010. Eureka is marked with a star, with North America along the bottom and Russia along the
top edge of the map. See Section 2.2 for description and Section 2.1 for synoptic details.

1Auxiliary materials are available in the HTML. doi:10.1029/
2011GL047493.
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Intense moisture intrusions can change LW fluxes

Doyle et al. (2011)

- Intense, filamentary moisture 
intrusions into the Arctic can 
modulate the long-wave 
radiation reaching the surface

from the beginning of the measurement are presented to
minimize any bias due to local temperature uncertainty and
possible frosting on the instrument. During period A, the
radiation increased to a maximum of 54Wm−2 at 15:40 UTC
9 February, which is associated with the maximum of WV
seen in the lidar data, as well as the presence of clouds
(outlined in black in Figure 2). The downwelling radiation
decreased between 00:00 and 16:00 UTC 10 February. This
corresponded to the influx of dry air above 2.2 km during
period B. After 16:00 UTC 10 February, the downwelling
radiation increased again due to the second pulse of moist
air above 2 km (period C). The intrusion was associated
with an average measured increase of 16 W m−2 in down-
ward longwave irradiance.

3. Modeling

[13] The SBDART radiative transfer model was used to
simulate the downward longwave radiation at the surface
and to compute the irradiance deviations of the contributing
factors in the intrusion. Continuous WV mixing ratio pro-
files measured by the CRL (data with statistical uncertainty
greater than 50% were masked), with temperature profiles
interpolated between 12‐hour radiosondes were used as
model input. A constant ozone density profile was assumed,
using an ozonesonde launched at 23 UTC 10 February from
Eureka. Cloud‐bottom and ‐top heights and optical depth
were obtained from the lidar measurements. Cloud outlines
as determined for a backscatter coefficient threshold of 1.1 ×
10−5 m sr−1 are shown superimposed on the WV mixing
ratio in Figure 2. The clouds were specified as ice particles
with an effective radius of 60 mm [Bourdages et al., 2009],
although the irradiance is relatively insensitive to the effec-
tive radius with less than 1% variation for radii 25–120 mm.
[14] Figure 3 shows the simulated change in downwelling

longwave irradiance (grey line). Temporal variation in the
simulated irradiance agrees well with that of the observa-
tions (black line), with most of the fluctuations due to clouds
being captured. Some discrepancies are seen in the cloud
contributions at 06:00 and 09:00 UTC 11 February. This is
likely due to the pyrgeometer measurements being influ-
enced by clouds over the entire sky whereas the model uses
the zenith‐pointing lidar profiles. An average increase in

irradiance during the intrusion of 17 W m−2 was simulated,
which is in agreement with the pyrgeometer measurement.
[15] The downwelling longwave radiation simulated

without the cloud component is shown in Figure 3 (green
line). During period A when the majority of the WV arrived,
the cloud‐free simulation indicates a 22 W m−2 increase in
downwelling radiation. According to the simulation, the
cloud arriving at 15:40 UTC 9 February has an additional
positive contribution of 20 W m−2 to the downward radia-
tion. The average cloud contribution for the case study was
calculated to be 9 W m−2.
[16] The increase seen in the cloud‐free simulation is a

combination of the higher WV concentration and warmer
temperatures associated with the intrusion. Two control
cases were simulated to assess the relative contributions of
WV concentration and temperature to the enhanced clear
sky downwelling radiation. First, the WV is fixed to the
initial profile while the temperature varied (red line), then
the temperature is fixed and the WV varied (blue line).

Figure 3. Change in downwelling radiation (W m−2) over
Eureka beginning at 20:35 UTC 8 February, 2010 and end-
ing at 12:52 UTC 11 February. Modelled results using lidar
data shown in Figure 2, radiosonde and ozonesonde profiles
as input are shown in grey. Cloud‐free, fixed water vapor
and fixed temperature control simulations are shown in
green, red and blue respectively. Pyrgeometer measurements
at Eureka are shown in black.

Figure 2. Lidar‐measured water vapor mixing ratio (g kg−1) over Eureka, Nunavut beginning at 20:35 UTC 8 February,
2010 and ending at 12:52 UTC 11 February. Grey indicates data with statistical uncertainty over 100% and the vertical
grey bar indicates no data. Colored circles at 18:00 UTC 9 February correspond to the starting time and altitudes of the
FLEXTRA back trajectories. Clouds observed by the CRL are traced in black. Black crosses indicate temperature inversion
altitudes, measured by radiosonde.
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moisture north of the Canadian Arctic coast at 700 hPa. On
8 February this warm air advection towards Eureka was
disrupted by a weak but developing 500 hPa low moving
north‐west from just west of Greenland to south of Eureka.

2.2. Microwave Humidity Sounder
[7] Pan‐Arctic mosaics of MHS PW are shown in Figure 1

for 6–9 February 2010. Satellite swaths performed from
00:00 to 12:00 UTC were combined (usually seven) for each
daily mosaic. Each mosaic is characterized by dry atmo-
spheric conditions (PW < 2 mm; blue‐green regions in
Figure 1), with moist intrusions (PW > 3 mm; red‐black
regions), incoming from lower latitudes. On 6 February, the
western Canadian Arctic Archipelago and Beaufort Sea was
mostly dry, with moist air over mainland North America.
Over the following three days, an intrusion of moist air
originating from the Alaskan low advected from the main-
land over the Beaufort Sea, eventually reaching the most
northern part of the Archipelago and Eureka on 9 February.
Further mosaics show the intrusion, blocked by a develop-
ing low to the south, remained stationary to the west of
Eureka until 11 February.
[8] The MHS analysis allows tracking of column PW

only. To identify the three‐dimensional aspects of the
intrusion, air parcel back trajectories were computed using
the FLEXTRA model (not shown, see Figure S1 of the
auxiliary material).1 The FLEXTRA analysis reveals that
the source region for the moisture in the intrusion was the
Pacific Ocean. Furthermore, back trajectories corresponding
to 500 and 1000 m trace over the north pole from Russia
show a separation between the airmass in the free tropo-
sphere and the strong winter‐time temperature inversion.

2.3. Lidar
[9] Figure 2 shows the time‐height cross‐section of WV

mixing ratio measured by the CRL between 20:35 UTC

8 February and 12:52 UTC 11 February. Data is presented
with 15 minute integration and 80, 150, 300 m vertical
resolution between 0, 2.5, 4 and 10 km, respectively. Each
day between 16:00 and 22:00 UTC, the missing data above
4 km is due to noise from scattered sunlight. The height
of temperature inversions measured by the 00:00 and
12:00 UTC daily radiosondes are indicated by black plus (+)
signs.
[10] Late on 8 February, the WV mixing ratio was at a

background level of only 0.2 g kg−1 above the surface
temperature inversion height of 900 m. Integrating the lidar
profile gave a column depth of 1.6 mm which agrees well
with the values seen by the MHS over Eureka at this time.
The intrusion of moist air is seen arriving at about 4 km
altitude at 03:00 UTC 9 February and then progressively
lower to 600 m by 18:00 UTC, hereafter referred to as
period “A”. The intrusion reached a peak WV mixing ratio
of 1.66 g kg−1 (statistical uncertainty ±0.06) at 16:14 UTC
9 February. Although most of the moist air remained above
the surface inversion, some was present in the boundary layer
between 16:00 UTC 9 February and 04:00 UTC 10 February.
The surface inversion layer appears to limit the further
lowering of the enhanced WV.
[11] The intrusion retreated west of Eureka by 05:00 UTC

10 February, leaving dry air above 2.2 km. This dryer period
is referred to as “B”. Based onMHS analysis (not shown), the
original intrusion re‐advanced by 12:00 UTC 10 February,
giving the appearance of a second intrusion in the lidar data
(Figure 2). This re‐advancement is referred to as period “C”,
and was confined between 2 and 4 km altitude. From the
radiosonde profiles, the top of the surface temperature
inversion in periods B and C was at approximately 2 km and
appears to separate the re‐advanced moisture from the
residual moisture below.

2.4. Pyrgeometer
[12] Downwelling longwave irradiance as measured by

the pyrgeometer over the period of the CRL observation is
shown as the black line in Figure 3. Changes in irradiance

Figure 1. Pan‐Arctic mosaic of PW calculated using two satellite (NOAA‐18 and MetOp‐A) based Microwave Humidity
Sounders for 6–9 February, 2010. Eureka is marked with a star, with North America along the bottom and Russia along the
top edge of the map. See Section 2.2 for description and Section 2.1 for synoptic details.

1Auxiliary materials are available in the HTML. doi:10.1029/
2011GL047493.
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giving the appearance of a second intrusion in the lidar data
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radiosonde profiles, the top of the surface temperature
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WOODS ET AL.: MOISTURE INTRUSIONS DURING ARCTIC WINTER

Figure 1. Case study of an intrusion beginning at 00:00 UTC 1 January 1998 (+0 h) and followed for the subsequent
3 days. (top row) Potential temperature on the 2 PVU surface (color shading) and skin temperature anomaly over ocean
(grey shading; light grey, 5–10 K; dark grey, 10–15 K; black, 15–20 K). (bottom row) Total column water over ocean (color
shading) and sea level pressure (black contours every 16 hPa). The red dot denotes the approximate location of SHEBA at
this time. Dotted circles show latitude lines at 70ıN and 80ıN.

[Stramler et al., 2011, Figure 2] (the transition occurs at
Julian day 367.5). The radiative impact of the intrusion is
in fact evident throughout its length, with skin temperature
anomalies in excess of 15 K in the areas covered by the moist
air mass.

[6] In section 2, we present an algorithm which systemat-
ically detects moisture intrusions of the type just discussed.
We then compute composites of the surface and upper-level
circulation fields to determine the flow structures associ-
ated with the intrusions (section 3); as in the case study
above, we find that intrusions are typically enabled by a
surface low held in place by a blocking high to its east.
Section 4 explores the interannual variability of intrusions
and their associated impact on the surface energy budget.
Our conclusions are summarized in section 5.

2. Moisture Intrusions Into the Arctic
[7] Here we examine the statistical structure of poleward

moisture fluxes across 70ıN—which we define to be the
boundary of the Arctic—seeking to establish objective cri-
teria with which to select intense intrusion events of the
type discussed above. We use the European Centre for
Medium-Range Weather Forecasts ERA-Interim reanalysis
data set [Dee et al., 2011] for the boreal winters (December–
February) of the 21 years from 1990 to 2010 (with the
convention that the winter of 1990 ends in February 1990).
The data is 6-hourly on 16 pressure levels between 1000 and
30 hPa, with a horizontal resolution of 1ı ! 1ı.

[8] We define the instantaneous meridional moisture flux
f at a given latitude as

f(x, p, t) = vq (1)

where x, p, and t are, respectively, longitude, pressure,
and time while v and q are, respectively, the instanta-
neous meridional velocity and specific humidity. As dis-
cussed in section 1, we are specifically focusing here on
moisture injections into the polar cap from lower lati-
tudes, so it is of interest to characterize the distribution of
such northward-moving fluxes in the zonal-height plane.
Figure 2a displays the climatology of northward moisture
flux f+ = f H(v), where H(") is the Heaviside function,
across 70ıN. The flux is concentrated in four sectors, which
we label Labrador (90ıW–30ıW), Atlantic (30ıW–25ıE),
Barents/Kara (25ıE–90ıE), and Pacific (145ıE–130ıE),
respectively, accounting for about 15%, 35%, 23%, and
17% of the climatological zonally integrated poleward trans-
port. Not surprisingly, these sectors correspond to the main
oceanic passageways into the Arctic, with much weaker
fluxes over land. The strongest fluxes occur at low levels in
the Atlantic and Barents/Kara sectors, which are mostly free
of sea ice at this latitude.

[9] Next, we investigate how the instantaneous fluxes are
distributed around their climatological mean. Direct inspec-
tion of f snapshots at 70ıN indicates that the fluxes are
strongly coherent in the vertical, so that little information
is lost by taking the vertical integral. For simplicity, we
will therefore focus henceforth only on vertically integrated
poleward moisture fluxes at a given latitude,

F(x, t) =
1
g

Z ps

0
f dp (2)

where ps is surface pressure and g is the gravitational accel-
eration; in practice, we extend the integral from the surface
to 400 hPa, since there is negligible humidity above that
level. We compute the integral using the trapezoidal rule as
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and time while v and q are, respectively, the instanta-
neous meridional velocity and specific humidity. As dis-
cussed in section 1, we are specifically focusing here on
moisture injections into the polar cap from lower lati-
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we label Labrador (90ıW–30ıW), Atlantic (30ıW–25ıE),
Barents/Kara (25ıE–90ıE), and Pacific (145ıE–130ıE),
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Moisture transport into the Arctic 
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- Total moisture transport into 
the Arctic: 

• largest in summer 

• smallest in winter 

!

- Synoptic + Low-Frequency 
provides almost all of the 
transport (transients) 

- Synoptic transport is an 
important component of the 
total transport into the Arctic 

transport is the largest term, especially in the Southern
Hemisphere. As wemight expect, the synoptic transport
is maximized within the storm tracks over the western
part of both Northern Hemisphere oceans (Fig. 1d)

where synoptic variability is strongest (e.g., Chang et al.
2002; see also Fig. 10b), with the maxima moving pole-
ward with the storm tracks in summer (Fig. 2d). Note
that in the extratropics, the moisture source for synoptic

FIG. 3. (left) Seasonal cycle ofmoisture transport fromocean to land in the (a) tropics, (b)NorthernHemisphere extratropics, and (c) Southern
Hemisphere extratropics, where the tropical–extratropical boundaries are set as 208N and 208S. (right) Seasonal cycle of moisture transport into
the specified regions of (d)NorthAmerica, (e) Europe (where the eastern boundary is set as 608E), and (f) theArctic (defined as the region north
of 708N). The last pair of bars in each panel shows the annual mean terms. Mean moisture flux (transport) driven by the mean, synoptic, and
LF anomalies into each region is determined by the areal average of the vertically integrated moisture flux convergence over each region. Mean
precipitable water (hqi) tendency is also averaged in the region and multiplied by 21. Thus, the sign of all terms is chosen so that their sum
(determined from the stacked bars on the left of each pair) is equal to P2 E also averaged in each region (blue bar on the right of each pair).
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Moisture transport occurs in bursts
- high-latitude moisture transport often occurs 

as high-intensity plumes 

- 6-hourly transport has a very large tail 
(skewed toward positive extremes)
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Extreme transport is important in total budget

Liu & Barnes (in prep)

- Extreme transport accounts 
for more than 60% of total 
transient poleward moisture 
transport (v’q’) 

- Across 60N, extremes 
account for… 

• 69% in winter 

• 66% in summer
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Figure 2. Contribution of 90 percentile of poleward moisture transport to the total positive in (a)DJF

(b)JJA. The grey contours denote zonal wind at 300mb. The interval of contours is 10m/s.
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Large-scale circulation associated with moisture intrusions
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[1] We examine the poleward transport of water vapor
across 70ıN during boreal winter in the ERA-Interim
reanalysis product, focusing on intense moisture intrusion
events. We analyze the large-scale circulation patterns asso-
ciated with these intrusions and the impacts they have at
the surface. A total of 298 events are identified between
1990 and 2010, an average of 14 per season, account-
ing for 28% of the total poleward transport of moisture
across 70ıN. They are concentrated over the main ocean
basins at that latitude in the Labrador Sea, North Atlantic,
Barents/Kara Sea, and Pacific. Composites of sea level
pressure and potential temperature on the 2 potential vor-
ticity unit surface during intrusions show a large-scale
blocking pattern to the east of each basin, deflecting
midlatitude cyclones and their associated moisture pole-
ward. The interannual variability of intrusions is strongly
correlated with variability in winter-mean surface down-
ward longwave radiation and skin temperature averaged
over the Arctic. Citation: Woods, C., R. Caballero, and
G. Svensson (2013), Large-scale circulation associated with mois-
ture intrusions into the Arctic during winter, Geophys. Res. Lett.,
40, 4717–4721, doi:10.1002/grl.50912.

1. Introduction
[2] Observations during recent decades show that there

is greater surface warming occurring in the Arctic, partic-
ularly during winter, than at lower latitudes [Serreze et al.,
2009; Serreze and Francis, 2006; Screen and Simmonds,
2010]. This disproportionate warming between high and low
latitudes—known as “polar amplification”—is also a robust
feature of global climate model simulations [Solomon et al.,
2007]. Understanding the mechanisms controlling surface
temperature in the Arctic is therefore an important priority
in climate research.

[3] The surface energy budget is a key proximate con-
trol on Arctic surface temperature. During winter, insola-
tion is low or absent and the atmospheric boundary layer
is typically very stable, limiting turbulent heat exchange,
so that the surface energy budget is almost entirely gov-
erned by longwave radiation [Serreze et al., 2007]. The
Surface Heat Budget of the Arctic Ocean (SHEBA) exper-
iment [Uttal et al., 2002], a yearlong observational cam-
paign which collected data at high temporal resolution at an
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ice-locked drifting site in the Beaufort Sea, showed that the
net surface longwave radiation (NetLW) during the winter
of 1997–1998 had a strinkingly bimodal distribution: con-
ditions oscillated between a “radiatively clear” state with
rapid surface heat loss (NetLW ! –40 W m–2) and a “moist
cloudy” state with NetLW ! 0 W m–2 [Stramler et al.,
2011]. Each state can persist for days or weeks at a time,
but transitions between them happen in a matter of hours.
This distribution of NetLW has important implications for
the Arctic climate, as even a small shift in the frequency of
occupancy of each state would be enough to significantly
affect the overall surface energy budget thus winter sea ice
thickness [Morrison et al., 2011].

[4] The clear and cloudy states typically occur dur-
ing periods of relatively high and low surface pressure,
respectively, suggesting a link with synoptic-scale dynamics
[Stramler et al., 2011; Morrison et al., 2011]. This sugges-
tion is consistent with previous studies indicating that the
formation of low-level and midlevel clouds over the Arctic
Ocean is typically associated with cyclonic activity and pass-
ing frontal systems [Curry et al., 1996]. More recent work
[Doyle et al., 2011] has shown that intense filamentary mois-
ture intrusion events are a common feature in the Arctic and
can induce large episodic increases the longwave radiation
into the surface.

[5] Our aim here is to better understand the statistical
relationship between moisture intrusions into the Arctic,
their associated large-scale dynamics, and their impacts on
the surface energy budget. To motivate later developments,
we present in Figure 1 a specific example of the type of
event we are interested in. This is a moisture intrusion which
occurred in 1998 and affected the SHEBA site. The event
begins in the early hours of 1 January 1998 (this is the
time when the intrusion is first detected by the objective
search algorithm to be discussed below). At this time, a
synoptic-scale low-pressure system is present over Iceland
and persists in that position during the subsequent days. The
upper-level flow, depicted here by the potential tempera-
ture on the 2 potential vorticity unit (PVU) surface (a good
approximation to the tropopause for air originating pole-
ward of about 25ıN) [!2PVU, see Thorncroft et al., 1993],
shows an anticyclonic anomaly (high !2PVU) over Europe;
this blocking high persists for at least the following 2 days,
impeding the eastward migration of the surface cyclone. The
cyclone brings moist air toward the Arctic along its pole-
ward branch; this moist air mass is subsequently ducted
between a low-high pressure dipole straddling the Arctic
basin, creating a thin extrusion which crosses the central
Arctic in the subsequent days until it reaches the SHEBA
site (indicated by a red dot in Figure 1). SHEBA NetLW
observations show a sharp transition from clear to cloudy
states coincident with the intrusion’s arrival at the site
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Figure 3. Composites of potential temperature on the (a–d) 2 PVU surface and (e–h) sea level pressure at the time of max-
imum intensity for intrusions occurring within each of the four sectors: Labrador (Figures 3a and 3e), Atlantic (Figures 3b
and 3f), Barents/Kara (Figures 3c and 3g), and Pacific (Figures 3d and 3h). Black lines show the sector boundaries. Dashed
black lines indicate the median location of the intrusions at maximum intensity, respectively. Dotted circles show latitude
lines at 70ıN and 80ıN.

4. Statistics of Moisture Intrusions and Impact
on Surface Energy Budget

[14] The final part of this study focuses on the interannual
variability of the intrusions and their relation to variability
in the surface energy budget. To do this, we define an annual
index E which is simply the total mass of water transported
by all intrusions into the Arctic in a given winter, and can
be written

E = N I (4)

where N is the total number of intrusions occurring in a par-
ticular year and I is the mean intensity of the intrusions,
i.e., the average amount of water transported across 70ıN by
intrusions in that year. If N and I are weakly correlated, we
can write

!E
bE ! !N

bN +
!I
bI (5)

where a hat denotes the climatology and ! a departure
therefrom. Each of the terms in (5) is plotted in Figure 4a.
There is a statistically insignificant positive correlation
(r = 0.45) between the number and average strength of intru-
sions, with each term explaining about half the total variance
in E.

[15] Turning to the surface energy budget, we compute
winter-mean anomalies of surface downward longwave radi-
ation RL and skin temperature Ts averaged over the region
north of 70ıN. These time series are shown in Figure 4b.
As expected, there is an very tight correlation between RL
and Ts. More interestingly, the intrusion index E is positively
correlated with RL (r = 0.61) and Ts (r = 0.54), both of
which are significant at the 1% level neglecting serial corre-
lation (the correlations are significant at the 3% level if serial

dependence is taken into account by assuming a reduced
sample size N (1–"1)/(1+"1), where N = 21 is the number of
years and "1 = 0.2 is the lag-1 autocorrelation of the predic-
tor time series E). We find similarly significant correlations
between E and RL (r = 0.56) and Ts (r = 0.52) if the fields
are instead averaged over the area north of 80ıN. These cor-
relations are consistent with the physical picture whereby
increases in the number and/or intensity of moisture intru-
sions drive increased downward radiation and higher surface
temperatures. Recall, however, that E—the total water car-
ried by intrusions—only accounts for around 28% of the
total poleward moisture flux, and one may wonder about the
impact of the remaining 72%. We find that the correlation
between this remainder and RL is in fact negative (r = –0.27),
albeit statistically insignificant. This result suggests a pic-
ture where much of the background moisture flux occurs
in weak events which have little radiative impact, or fails
to penetrate deeply into the Arctic, instead quickly exiting
the 70ıN boundary. It is only the deep, strong intrusions
identified above that drive significant impacts on the surface
energy budget.

[16] We note that a positive trend is apparent in RL and Ts,
as well as a weaker one in E. These trends must be treated
with some care, as artifacts related to observation system
changes are always possible in reanalyses, especially in data-
sparse regions such as the Arctic. We will not consider the
issue further here, but it remains an interesting avenue for
future research in light of recent work exploring trends in
moisture transport to the Arctic [Zhang et al., 2013; Inoue
et al., 2012]. In any event, removing linear trends from the
respective time series results in correlations of RL and Ts
with E of 0.65 and 0.64, respectively, so that the control of
the surface energy budget by moisture intrusions is certainly
robust on an interannual basis.
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[1] We examine the poleward transport of water vapor
across 70ıN during boreal winter in the ERA-Interim
reanalysis product, focusing on intense moisture intrusion
events. We analyze the large-scale circulation patterns asso-
ciated with these intrusions and the impacts they have at
the surface. A total of 298 events are identified between
1990 and 2010, an average of 14 per season, account-
ing for 28% of the total poleward transport of moisture
across 70ıN. They are concentrated over the main ocean
basins at that latitude in the Labrador Sea, North Atlantic,
Barents/Kara Sea, and Pacific. Composites of sea level
pressure and potential temperature on the 2 potential vor-
ticity unit surface during intrusions show a large-scale
blocking pattern to the east of each basin, deflecting
midlatitude cyclones and their associated moisture pole-
ward. The interannual variability of intrusions is strongly
correlated with variability in winter-mean surface down-
ward longwave radiation and skin temperature averaged
over the Arctic. Citation: Woods, C., R. Caballero, and
G. Svensson (2013), Large-scale circulation associated with mois-
ture intrusions into the Arctic during winter, Geophys. Res. Lett.,
40, 4717–4721, doi:10.1002/grl.50912.

1. Introduction
[2] Observations during recent decades show that there

is greater surface warming occurring in the Arctic, partic-
ularly during winter, than at lower latitudes [Serreze et al.,
2009; Serreze and Francis, 2006; Screen and Simmonds,
2010]. This disproportionate warming between high and low
latitudes—known as “polar amplification”—is also a robust
feature of global climate model simulations [Solomon et al.,
2007]. Understanding the mechanisms controlling surface
temperature in the Arctic is therefore an important priority
in climate research.

[3] The surface energy budget is a key proximate con-
trol on Arctic surface temperature. During winter, insola-
tion is low or absent and the atmospheric boundary layer
is typically very stable, limiting turbulent heat exchange,
so that the surface energy budget is almost entirely gov-
erned by longwave radiation [Serreze et al., 2007]. The
Surface Heat Budget of the Arctic Ocean (SHEBA) exper-
iment [Uttal et al., 2002], a yearlong observational cam-
paign which collected data at high temporal resolution at an
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ice-locked drifting site in the Beaufort Sea, showed that the
net surface longwave radiation (NetLW) during the winter
of 1997–1998 had a strinkingly bimodal distribution: con-
ditions oscillated between a “radiatively clear” state with
rapid surface heat loss (NetLW ! –40 W m–2) and a “moist
cloudy” state with NetLW ! 0 W m–2 [Stramler et al.,
2011]. Each state can persist for days or weeks at a time,
but transitions between them happen in a matter of hours.
This distribution of NetLW has important implications for
the Arctic climate, as even a small shift in the frequency of
occupancy of each state would be enough to significantly
affect the overall surface energy budget thus winter sea ice
thickness [Morrison et al., 2011].

[4] The clear and cloudy states typically occur dur-
ing periods of relatively high and low surface pressure,
respectively, suggesting a link with synoptic-scale dynamics
[Stramler et al., 2011; Morrison et al., 2011]. This sugges-
tion is consistent with previous studies indicating that the
formation of low-level and midlevel clouds over the Arctic
Ocean is typically associated with cyclonic activity and pass-
ing frontal systems [Curry et al., 1996]. More recent work
[Doyle et al., 2011] has shown that intense filamentary mois-
ture intrusion events are a common feature in the Arctic and
can induce large episodic increases the longwave radiation
into the surface.

[5] Our aim here is to better understand the statistical
relationship between moisture intrusions into the Arctic,
their associated large-scale dynamics, and their impacts on
the surface energy budget. To motivate later developments,
we present in Figure 1 a specific example of the type of
event we are interested in. This is a moisture intrusion which
occurred in 1998 and affected the SHEBA site. The event
begins in the early hours of 1 January 1998 (this is the
time when the intrusion is first detected by the objective
search algorithm to be discussed below). At this time, a
synoptic-scale low-pressure system is present over Iceland
and persists in that position during the subsequent days. The
upper-level flow, depicted here by the potential tempera-
ture on the 2 potential vorticity unit (PVU) surface (a good
approximation to the tropopause for air originating pole-
ward of about 25ıN) [!2PVU, see Thorncroft et al., 1993],
shows an anticyclonic anomaly (high !2PVU) over Europe;
this blocking high persists for at least the following 2 days,
impeding the eastward migration of the surface cyclone. The
cyclone brings moist air toward the Arctic along its pole-
ward branch; this moist air mass is subsequently ducted
between a low-high pressure dipole straddling the Arctic
basin, creating a thin extrusion which crosses the central
Arctic in the subsequent days until it reaches the SHEBA
site (indicated by a red dot in Figure 1). SHEBA NetLW
observations show a sharp transition from clear to cloudy
states coincident with the intrusion’s arrival at the site
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Figure 3. Composites of potential temperature on the (a–d) 2 PVU surface and (e–h) sea level pressure at the time of max-
imum intensity for intrusions occurring within each of the four sectors: Labrador (Figures 3a and 3e), Atlantic (Figures 3b
and 3f), Barents/Kara (Figures 3c and 3g), and Pacific (Figures 3d and 3h). Black lines show the sector boundaries. Dashed
black lines indicate the median location of the intrusions at maximum intensity, respectively. Dotted circles show latitude
lines at 70ıN and 80ıN.

4. Statistics of Moisture Intrusions and Impact
on Surface Energy Budget

[14] The final part of this study focuses on the interannual
variability of the intrusions and their relation to variability
in the surface energy budget. To do this, we define an annual
index E which is simply the total mass of water transported
by all intrusions into the Arctic in a given winter, and can
be written

E = N I (4)

where N is the total number of intrusions occurring in a par-
ticular year and I is the mean intensity of the intrusions,
i.e., the average amount of water transported across 70ıN by
intrusions in that year. If N and I are weakly correlated, we
can write

!E
bE ! !N

bN +
!I
bI (5)

where a hat denotes the climatology and ! a departure
therefrom. Each of the terms in (5) is plotted in Figure 4a.
There is a statistically insignificant positive correlation
(r = 0.45) between the number and average strength of intru-
sions, with each term explaining about half the total variance
in E.

[15] Turning to the surface energy budget, we compute
winter-mean anomalies of surface downward longwave radi-
ation RL and skin temperature Ts averaged over the region
north of 70ıN. These time series are shown in Figure 4b.
As expected, there is an very tight correlation between RL
and Ts. More interestingly, the intrusion index E is positively
correlated with RL (r = 0.61) and Ts (r = 0.54), both of
which are significant at the 1% level neglecting serial corre-
lation (the correlations are significant at the 3% level if serial

dependence is taken into account by assuming a reduced
sample size N (1–"1)/(1+"1), where N = 21 is the number of
years and "1 = 0.2 is the lag-1 autocorrelation of the predic-
tor time series E). We find similarly significant correlations
between E and RL (r = 0.56) and Ts (r = 0.52) if the fields
are instead averaged over the area north of 80ıN. These cor-
relations are consistent with the physical picture whereby
increases in the number and/or intensity of moisture intru-
sions drive increased downward radiation and higher surface
temperatures. Recall, however, that E—the total water car-
ried by intrusions—only accounts for around 28% of the
total poleward moisture flux, and one may wonder about the
impact of the remaining 72%. We find that the correlation
between this remainder and RL is in fact negative (r = –0.27),
albeit statistically insignificant. This result suggests a pic-
ture where much of the background moisture flux occurs
in weak events which have little radiative impact, or fails
to penetrate deeply into the Arctic, instead quickly exiting
the 70ıN boundary. It is only the deep, strong intrusions
identified above that drive significant impacts on the surface
energy budget.

[16] We note that a positive trend is apparent in RL and Ts,
as well as a weaker one in E. These trends must be treated
with some care, as artifacts related to observation system
changes are always possible in reanalyses, especially in data-
sparse regions such as the Arctic. We will not consider the
issue further here, but it remains an interesting avenue for
future research in light of recent work exploring trends in
moisture transport to the Arctic [Zhang et al., 2013; Inoue
et al., 2012]. In any event, removing linear trends from the
respective time series results in correlations of RL and Ts
with E of 0.65 and 0.64, respectively, so that the control of
the surface energy budget by moisture intrusions is certainly
robust on an interannual basis.
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Figure 3. Composite variables for extreme (≥90%) poleward moisture transport across the 10-degree-

long bins indicated by the black straight lines. (a) Composite poleward moisture transport (shading) and

potential temperature on 2PVU surface (black contour) for extreme poleward moisture transport across

60◦W∼50◦W at 60◦N. (b) The same as (a), but for poleward moisture transport across 20◦W∼10◦W at

60◦N. (c) The same as (a), but for poleward moisture transport across 180◦W∼170◦W at 60◦N
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Figure 4: Upper: Snapshots of poleward moisture transport, (shading), and those associated with Rossby

wave breaking (RWB) (black contour), and potential temperature on 2PVU surface (grey contour) on (a)

January 6th, 1979 (b) December 27th, 1979. The red segments of contours are those used to identify

moisture transport associated with RWB in the algorithm. Bottom: Composite poleward moisture transport

(shading) and potential temperature on 2PVU surface (black contour) for RWB events. (a) Composites

for anticyclonic wave breaking (AWB), (b) Composites for cyclonic wave breaking (CWB). The fields are

moved horizontally before composition so that the RWB centroids are all overlapped. The abscissa and

ordinate are relative longitude and relative latitude respectively. The point (0,0) indicated by a red cross is

the centroid of RWB.
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Figure 3. Composite variables for extreme (≥90%) poleward moisture transport across the 10-degree-

long bins indicated by the black straight lines. (a) Composite poleward moisture transport (shading) and

potential temperature on 2PVU surface (black contour) for extreme poleward moisture transport across

60◦W∼50◦W at 60◦N. (b) The same as (a), but for poleward moisture transport across 20◦W∼10◦W at

60◦N. (c) The same as (a), but for poleward moisture transport across 180◦W∼170◦W at 60◦N
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Figure 4. Upper: Snapshots of poleward moisture transport, (shading), and those associated with

Rossby wave breaking (RWB) (black contour), and potential temperature on 2PVU surface (grey con-

tour) on (a) January 6th, 1979 (b) December 27th, 1979. The red segments of contours are those used to

identify moisture transport associated with RWB in the algorithm. Bottom: Composite poleward mois-

ture transport (shading) and potential temperature on 2PVU surface (black contour) for RWB events.

(a) Composites for anticyclonic wave breaking (AWB), (b) Composites for cyclonic wave breaking

(CWB). The fields are moved horizontally before composition so that the RWB centroids are all over-

lapped. The abscissa and ordinate are relative longitude and relative latitude respectively. The point

(0,0) indicated by a red cross is the centroid of RWB.
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tour) on (a) January 6th, 1979 (b) December 27th, 1979. The red segments of contours are those used to

identify moisture transport associated with RWB in the algorithm. Bottom: Composite poleward mois-

ture transport (shading) and potential temperature on 2PVU surface (black contour) for RWB events.

(a) Composites for anticyclonic wave breaking (AWB), (b) Composites for cyclonic wave breaking

(CWB). The fields are moved horizontally before composition so that the RWB centroids are all over-

lapped. The abscissa and ordinate are relative longitude and relative latitude respectively. The point

(0,0) indicated by a red cross is the centroid of RWB.
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tour) on (a) January 6th, 1979 (b) December 27th, 1979. The red segments of contours are those used to

identify moisture transport associated with RWB in the algorithm. Bottom: Composite poleward mois-

ture transport (shading) and potential temperature on 2PVU surface (black contour) for RWB events.

(a) Composites for anticyclonic wave breaking (AWB), (b) Composites for cyclonic wave breaking

(CWB). The fields are moved horizontally before composition so that the RWB centroids are all over-

lapped. The abscissa and ordinate are relative longitude and relative latitude respectively. The point

(0,0) indicated by a red cross is the centroid of RWB.
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on wave breaking events



Elizabeth A. BarnesCSU

Contribution of RWB to transport

Liu & Barnes (in prep)

- RWB contribution occurs along 
the storm tracks 

- RWB accounts for a large 
fraction of extreme transient 
poleward moisture transport 
across 60N 

• 68% in winter 

• 56% in summer 

- Of the total transient transport 
across 60N, RWB accounts for 
more than 

• 47% in winter 

• 37% in summer
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Figure 5. (a) Climatological winter mean of extreme (≥90%) poleward moisture transport. (b) Clima-

tological winter mean of extreme poleward moisture transport associated with Rossby wave breaking

(RWB). (c) The same as (b), but for anticyclonic RWB (AWB) only. (d) The same as (b) but for cyclonic

RWB (CWB) only.

D R A F T July 30, 2014, 10:18am D R A F T

LIU AND BARNES: EXTREME MOSITURE TRANSPORT AND WAVE BREAKING X - 21

Figure 5. (a) Climatological winter mean of extreme (≥90%) poleward moisture transport. (b) Clima-

tological winter mean of extreme poleward moisture transport associated with Rossby wave breaking

(RWB). (c) The same as (b), but for anticyclonic RWB (AWB) only. (d) The same as (b) but for cyclonic

RWB (CWB) only.
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Cyclonic vs Anticyclonic

- Cyclonic breaking has a larger contribution at higher latitudes (on the cyclonic flank 
of the jet) 

- Anticyclonic breaking contributes more overall than cyclonic

Liu & Barnes (in prep)
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Figure 5. (a) Climatological winter mean of extreme (≥90%) poleward moisture transport. (b) Clima-

tological winter mean of extreme poleward moisture transport associated with Rossby wave breaking

(RWB). (c) The same as (b), but for anticyclonic RWB (AWB) only. (d) The same as (b) but for cyclonic

RWB (CWB) only.

D R A F T July 30, 2014, 10:18am D R A F T

LIU AND BARNES: EXTREME MOSITURE TRANSPORT AND WAVE BREAKING X - 21

Figure 5. (a) Climatological winter mean of extreme (≥90%) poleward moisture transport. (b) Clima-

tological winter mean of extreme poleward moisture transport associated with Rossby wave breaking

(RWB). (c) The same as (b), but for anticyclonic RWB (AWB) only. (d) The same as (b) but for cyclonic

RWB (CWB) only.
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Figure 3. Composite variables for extreme (≥90%) poleward moisture transport across the 10-degree-

long bins indicated by the black straight lines. (a) Composite poleward moisture transport (shading) and

potential temperature on 2PVU surface (black contour) for extreme poleward moisture transport across

60◦W∼50◦W at 60◦N. (b) The same as (a), but for poleward moisture transport across 20◦W∼10◦W at

60◦N. (c) The same as (a), but for poleward moisture transport across 180◦W∼170◦W at 60◦N
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Figure 5. (a) Climatological winter mean of extreme (≥90%) poleward moisture transport. (b) Clima-

tological winter mean of extreme poleward moisture transport associated with Rossby wave breaking

(RWB). (c) The same as (b), but for anticyclonic RWB (AWB) only. (d) The same as (b) but for cyclonic

RWB (CWB) only.
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Contribution of Anticyclonic RWB in midlatitudes

Payne & Magnusdottir  (2014)

- Hot-off-the-press results by Payne 
& Magnusdottir:  

• role of anticyclonic wave 
breaking in extreme moisture 
transport to the western US
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Fig. 9. Composite SLP (light grey contour, intervals of 5 hPa), PV at 200 hPa (dark grey
contour, intervals of 1 PVU), wind speed at 200 hPa (red contour, intervals of 10 m s�1)
and MF (shaded) for the 112 AR events in our extreme subset for (a) 175�–160�W, (b)
160�–145�W, (c) 145�–130�W and (d) 130�–115�W. The average location of the AR centroid
is marked by a filled red dot. 43

PV at 200 hPa!
jet stream (200 hPa wind speed)

Circulation for 112 extreme atmospheric rivers

Anticyclonic!
breaking
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Figure 5. (a) Climatological winter mean of extreme (≥90%) poleward moisture transport. (b) Clima-

tological winter mean of extreme poleward moisture transport associated with Rossby wave breaking

(RWB). (c) The same as (b), but for anticyclonic RWB (AWB) only. (d) The same as (b) but for cyclonic

RWB (CWB) only.
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Seasonality of RWB-related transport

Liu & Barnes (in prep)
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Seasonality of RWB-related transport

Liu & Barnes (in prep)

- What determines the seasonal 
cycle of RWB contribution? 

• Magnitude: are we getting 
more moisture flux per RWB? 

• Frequency: is RWB 
becoming more frequent?
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Seasonality of RWB-related transport

Liu & Barnes (in prep)

- What determines the seasonal 
cycle of RWB contribution? 

• Magnitude: are we getting 
more moisture flux per RWB? 

• Frequency: is RWB 
becoming more frequent?

TOTAL moisture transport due to RWB 
= 

(M) Magnitude of moisture per event x (F) Frequency of RWB

(MF )

0
= M

0
F +MF

0
+ other terms

these are small
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Seasonality of RWB-related transport

Liu & Barnes (in prep)

- seasonality of the RWB-related 
transient transport is due to  

• (a) amount of moisture flux 

• (b) frequency of RWB 

- frequency of RWB is tightly 
coupled to the jet position

X - 22 LIU AND BARNES: EXTREME MOSITURE TRANSPORT AND WAVE BREAKING

Figure 6. (a) Black solid line: the climatological monthly mean of extreme poleward moisture

transport associated with anticyclonic wave breaking (AWB) averaged over 60◦W to 10◦W at 60◦N

(the black line over North Atlantic in Figure 5c). Black dashed line: Approximation for black solid

line. (See detailed description in section 4.3.). Red line: the part of black dashed line associated with

the frequency of occurence of the moisture transport associated with AWB. Blue line: the part of black

dased line associated with the averaged magnitude per occurrence of moisture transport associated with

AWB. Grey bar: The latitude of maximum climatological monthly mean zonal wind from 80◦W to

30◦W. The unit for all the lines is kg/(mxs). (b) The lines are the same as (a), but for cyclonic Rossby

wave breaking (CWB) averaged over the same region (the black line over North Atlantic in Figure 5d).

The grey bar is the same as in (a).
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Seasonality of RWB-related transport

Liu & Barnes (in prep)

- seasonality of the RWB-related 
transient transport is due to  

• (a) amount of moisture flux 

• (b) frequency of RWB 

- frequency of RWB is tightly 
coupled to the jet position
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Figure 6. (a) Black solid line: the climatological monthly mean of extreme poleward moisture

transport associated with anticyclonic wave breaking (AWB) averaged over 60◦W to 10◦W at 60◦N

(the black line over North Atlantic in Figure 5c). Black dashed line: Approximation for black solid

line. (See detailed description in section 4.3.). Red line: the part of black dashed line associated with

the frequency of occurence of the moisture transport associated with AWB. Blue line: the part of black

dased line associated with the averaged magnitude per occurrence of moisture transport associated with

AWB. Grey bar: The latitude of maximum climatological monthly mean zonal wind from 80◦W to

30◦W. The unit for all the lines is kg/(mxs). (b) The lines are the same as (a), but for cyclonic Rossby

wave breaking (CWB) averaged over the same region (the black line over North Atlantic in Figure 5d).

The grey bar is the same as in (a).
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Seasonality of RWB-related transport

Liu & Barnes (in prep)

- seasonality of the RWB-related 
transient transport is due to  

• (a) amount of moisture flux 

• (b) frequency of RWB 

- frequency of RWB is tightly 
coupled to the jet position
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Figure 6. (a) Black solid line: the climatological monthly mean of extreme poleward moisture

transport associated with anticyclonic wave breaking (AWB) averaged over 60◦W to 10◦W at 60◦N

(the black line over North Atlantic in Figure 5c). Black dashed line: Approximation for black solid

line. (See detailed description in section 4.3.). Red line: the part of black dashed line associated with

the frequency of occurence of the moisture transport associated with AWB. Blue line: the part of black

dased line associated with the averaged magnitude per occurrence of moisture transport associated with

AWB. Grey bar: The latitude of maximum climatological monthly mean zonal wind from 80◦W to

30◦W. The unit for all the lines is kg/(mxs). (b) The lines are the same as (a), but for cyclonic Rossby

wave breaking (CWB) averaged over the same region (the black line over North Atlantic in Figure 5d).

The grey bar is the same as in (a).

D R A F T July 30, 2014, 10:18am D R A F T



Elizabeth A. BarnesCSU

Seasonality of RWB-related transport

Liu & Barnes (in prep)

- seasonality of the RWB-related 
transient transport is due to  

• (a) amount of moisture flux 

• (b) frequency of RWB 

- frequency of RWB is tightly 
coupled to the jet position
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Figure 6. (a) Black solid line: the climatological monthly mean of extreme poleward moisture

transport associated with anticyclonic wave breaking (AWB) averaged over 60◦W to 10◦W at 60◦N

(the black line over North Atlantic in Figure 5c). Black dashed line: Approximation for black solid

line. (See detailed description in section 4.3.). Red line: the part of black dashed line associated with

the frequency of occurence of the moisture transport associated with AWB. Blue line: the part of black

dased line associated with the averaged magnitude per occurrence of moisture transport associated with

AWB. Grey bar: The latitude of maximum climatological monthly mean zonal wind from 80◦W to

30◦W. The unit for all the lines is kg/(mxs). (b) The lines are the same as (a), but for cyclonic Rossby

wave breaking (CWB) averaged over the same region (the black line over North Atlantic in Figure 5d).

The grey bar is the same as in (a).
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Seasonality of RWB-related transport

Liu & Barnes (in prep)

- seasonality of the RWB-related 
transient transport is due to  

• (a) amount of moisture flux 

• (b) frequency of RWB 

- frequency of RWB is tightly 
coupled to the jet position
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Figure 6. (a) Black solid line: the climatological monthly mean of extreme poleward moisture

transport associated with anticyclonic wave breaking (AWB) averaged over 60◦W to 10◦W at 60◦N

(the black line over North Atlantic in Figure 5c). Black dashed line: Approximation for black solid

line. (See detailed description in section 4.3.). Red line: the part of black dashed line associated with

the frequency of occurence of the moisture transport associated with AWB. Blue line: the part of black

dased line associated with the averaged magnitude per occurrence of moisture transport associated with

AWB. Grey bar: The latitude of maximum climatological monthly mean zonal wind from 80◦W to

30◦W. The unit for all the lines is kg/(mxs). (b) The lines are the same as (a), but for cyclonic Rossby

wave breaking (CWB) averaged over the same region (the black line over North Atlantic in Figure 5d).

The grey bar is the same as in (a).
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- seasonality of the RWB-related 
transient transport is due to  

• (a) amount of moisture flux 

• (b) frequency of RWB 

- frequency of RWB is tightly 
coupled to the jet position
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Figure 6. (a) Black solid line: the climatological monthly mean of extreme poleward moisture

transport associated with anticyclonic wave breaking (AWB) averaged over 60◦W to 10◦W at 60◦N

(the black line over North Atlantic in Figure 5c). Black dashed line: Approximation for black solid

line. (See detailed description in section 4.3.). Red line: the part of black dashed line associated with

the frequency of occurence of the moisture transport associated with AWB. Blue line: the part of black

dased line associated with the averaged magnitude per occurrence of moisture transport associated with

AWB. Grey bar: The latitude of maximum climatological monthly mean zonal wind from 80◦W to

30◦W. The unit for all the lines is kg/(mxs). (b) The lines are the same as (a), but for cyclonic Rossby

wave breaking (CWB) averaged over the same region (the black line over North Atlantic in Figure 5d).

The grey bar is the same as in (a).
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Seasonality of RWB-related transport

Liu & Barnes (in prep)

- seasonality of the RWB-related 
transient transport is due to  

• (a) amount of moisture flux 

• (b) frequency of RWB 

- frequency of RWB is tightly 
coupled to the jet position
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Figure 6. (a) Black solid line: the climatological monthly mean of extreme poleward moisture

transport associated with anticyclonic wave breaking (AWB) averaged over 60◦W to 10◦W at 60◦N

(the black line over North Atlantic in Figure 5c). Black dashed line: Approximation for black solid

line. (See detailed description in section 4.3.). Red line: the part of black dashed line associated with

the frequency of occurence of the moisture transport associated with AWB. Blue line: the part of black

dased line associated with the averaged magnitude per occurrence of moisture transport associated with

AWB. Grey bar: The latitude of maximum climatological monthly mean zonal wind from 80◦W to

30◦W. The unit for all the lines is kg/(mxs). (b) The lines are the same as (a), but for cyclonic Rossby

wave breaking (CWB) averaged over the same region (the black line over North Atlantic in Figure 5d).

The grey bar is the same as in (a).
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viations, and are shown in the top panel of Fig. 11,
along with versions that have been low-pass filtered to
remove fluctuations with periods less than 4 yr, as in
Hurrell (1995). There is clearly good agreement be-
tween the two series, with correlations of 0.84 between
the unsmoothed and and 0.93 between the smoothed
series. Most of the interannual, and almost all of the
decadal NAO variability, is associated with variations
in the occurrence of GBEs.

This motivates the central hypothesis of this paper:
that the low-frequency variability exhibited by the
NAO is a reflection of variations in the occurrence of
GBEs, with NAO! corresponding to periods of fre-
quent high-latitude blocking and NAO" corresponding
to periods when it is infrequent.

From this viewpoint, there are essentially just two
different states of flow over the Atlantic. There is a
basic, or unblocked, state and there is a blocked state.
These two states are shown in Fig. 12 by plotting the
zonal wind averaged over 0°–60°W for all GBE and
non-GBE days. The basic, or non-GBE, state is char-
acterized by well-separated subtropical and eddy-
driven tropospheric jets at roughly 20° and 50°N, re-
spectively. There is a strong stratospheric jet that con-
nects down to the eddy-driven jet. In contrast, the

blocked state features an area of weak zonal flow near
60°N, clearly a signature of the anticyclonic anomaly.
The eddy-driven jet is diverted south around this
anomaly so that it merges with the subtropical jet. The
stratospheric jet is weaker and less connected to the
tropospheric jet.

There are some obvious challenges to this interpre-
tation. Are the episodes identified by this index actually
dynamically different “events” in some way or just the
tail end of the wind distribution? By counting the num-
ber of GBE days per year are we just estimating the
mean zonal wind over the Atlantic, surely a very good
NAO index?

Midlatitude blocking episodes are, however, known
to exhibit different persistent characteristics, as shown
by Pelly and Hoskins (2003), in that the probability of
an event lasting one more day is larger if it has already
lasted at least 5 days. Applying the same technique to
the large-scale wave-breaking events over the Atlantic
gives two distinct e-folding time scales of 2.1 days for
events lasting 3 days or less and 3.3 days for those last-
ing 5 to 14 days (not shown; see Pelly and Hoskins for
more details). This supports the impression that, while

FIG. 11. (top) Time series of the winter NAO index in solid lines
and the number of Greenland blocking episode days per winter in
dashed lines. Both have been normalized and the thick lines show
versions that have been smoothed using a low-pass filter with
weights 1, 3, 5, 6, 5, 3, and 1. (bottom) As in (top) but for HLBEs
in the Pacific and the WPP.

FIG. 12. Zonal mean wind averaged from 0° to 60°W over (top)
all Greenland blocking episode days and (bottom) all remaining
winter days. Contours are drawn every 5 m s!1 with negative
contours dashed and the zero contour dotted.
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Year-to-year variability: NAO

Woollings et al. (2008)

- RWB is tightly-tied to the low-
frequency variability of the jet-
streams 

- Some studies suggest that in 
fact they are one and the 
same! 

- Also, the type of RWB and 
location can be important in 
driving jet-variability Benedict et al. 
(2004), Strong & Magnusdottir (2008)

North Atlantic

Cyclonic Greenland wave breaking 
correlated with the NAO

130 VOLUME 61J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S

FIG. 4. Unfiltered Q fields on the 2-PVU surface for a negative-phase NAO case from late Jan 1979. Shading schemes, vectors, and
contour intervals are identical to those used in Fig. 2. Two periods, lag 212 to lag 24 days, and from lag 15 to lag 111 days, are
presented.

Benedict et al. (2004)
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Year-to-year variability: NAO

Liu & Barnes (in prep)

- NAO modulates RWB-moisture 
transport across 60N 

• decrease over Greenland 

• increase over UK & 
Scandinavia 

- Pattern is a well-known response 
of RWB to the NAO

kg
/m

xs

LIU AND BARNES: EXTREME MOSITURE TRANSPORT AND WAVE BREAKING X - 25

Figure 9. (a) Regression of wintertime monthly poleward moisture transport associated with Rossby

wave breaking (RWB) onto the NAO index (shading). The contours enclose regions siginificant at 0.95

confidence level. (b) Black solid line: the value along the grey line in (a). Siginifcant values are bolded.

Red dashed line: regression along the grey line for anticyclonic Rossby wave breaking (AWB) only.

Blue dashed line: regression along the grey line for cyclonic Rossby wave breaking (CWB) only.
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Cyclonic -> decrease over Greenland



Elizabeth A. BarnesCSU

Year-to-year variability: ENSO

Ryoo et al. (2013)

- During El Nino events, jet 
shifts equatorward 

- More cyclonic RWB 

- Less anticyclonic RWB

vapor transport becomes more zonally aligned toward
the west coastal regions of the United States.
The 2-m temperature (Figs. 3e,f) is warmer during

El Ni~no than La Ni~na in the tropical eastern Pacific,
especially from the center of date line eastward ex-
tending to the South America. The 2-m air temperature
is also warmer in the coastal regions of the North
America during El Ni~no. For example, around 428N
and 1258W, 2-m temperature is 282–284K in Fig. 3e but
284–286K in Fig. 3f, which is about 2Kwarmer than that
in Fig. 3e. The difference is shown more clearly in the
anomaly field (deviation from the climatological mean;
not shown). During La Ni~na episodes, abnormally low
surface pressure covers the tropical western Pacific and
abnormally high air pressure covers the tropical eastern
Pacific. In contrast, during El Ni~no, low surface pressure
resides in the tropical eastern Pacific.

b. Rossby wave breaking events

Rossby wave breaking events are categorized into two
types according to their orientation from their maximum.
This is identified in a slightly different but similar manner
to Waugh (2005) and Ryoo et al. (2008): All days where
PV $ 2.5 PVU1 at 208–508N within 108 longitude from
the central-eastern Pacific region (1408E–1108W) were
identified. If the orientation from the PV maximum is
northeast–southwestward, then it is called an anticyclonic

Rossby wave breaking event, and if the orientation from
the PV maximum is northwest–southeastward, then it is
called a cyclonic Rossby wave breaking event. An oc-
currence on a given day is counted as a single event.
Figure 4 shows the frequency of anticyclonic and cy-

clonicRossbywave breaking events in the central-eastern
Pacific (1408E–1108W). During La Ni~na the number of
anticyclonic wave breaking events is higher compared to
that of cyclonic wave breaking events (104 anticyclonic
wave breaking events and 53 cyclonic wave events),
while cyclonic wave breaking events occur more often
during El Ni~no (41 anticyclonic wave breaking events
and 108 cyclonic wave breaking events). This differ-
ence in relative frequency of anticyclonic and cyclonic
wave breaking between La Ni~na and El Ni~no winters is
consistent with the previous studies. Shapiro et al.
(2001) suggested that anomalies in the time-mean en-
vironmental flow associated with 1997/99 ENSO lead
to preferential baroclinic life cycles over the eastern
North Pacific that closely resemble the LC1 and LC2
wave breaking for La Ni~na and El Ni~no winters, re-
spectively. Also, Matthew and Kiladis (1999) reported
that high-to-low latitude Rossby wave propagation is
suppressed during El Ni~no, with less cross-equatorial
propagation of wave activity during the 1997/98 El
Ni~no, and Waugh and Polvani (2000) found that fewer
PV intrusions into the subtropics (LC1-like anticy-
clonic wave breaking events) occur during the warm
phase of ENSO.
To illustrate the difference in the flow during the

different types of events, Fig. 5 shows examples of the
PV at 250 hPa for two particular days: one during La
Ni~na and the other during El Ni~no. Both cases are

FIG. 4. The frequency of anticyclonic and cyclonicRossbywave breaking (RWB) events during (left) LaNi~na (1998/99,
2000/01, 2007/08, and 2008/09) and (right) El Ni~no (1982/83, 1997/98, 2002/03, and 2009/10) years.

1 Potential vorticity units (PVU) are the unit of PV, defined as
1 PVU 5 1026m2 s21Kkg21. Typically, values of PV less than
1.5 PVU are associated with tropospheric air and those greater
than 1.5 PVU are associated with stratospheric air.
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Year-to-year variability: ENSO

Liu & Barnes (in prep)

- ENSO modulates RWB-moisture 
transport across 60N 

• decrease over North Pacific 

• increase over western Canada 

• overall decrease across 60N 

!

- both flavors of RWB contribute to 
these changes

X - 24 LIU AND BARNES: EXTREME MOSITURE TRANSPORT AND WAVE BREAKING

Figure 8. (a) Regression of wintertime monthly poleward moisture transport associated with Rossby

wave breaking (RWB) onto the Niño 3.4 index (shading). The contours enclose regions siginificant at

0.95 confidence level. (b) Black solid line: the value along the grey line in (a). Siginifcant values are

bolded. Red dashed line: regression along the grey line for anticyclonic Rossby wave breaking (AWB)

only. Blue dashed line: regression along the grey line for cyclonic Rossby wave breaking (CWB) only.
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One more thing…models have difficulties with the jet

- models place the jet too far 
equatorward 

- models tend to over-estimate 
the seasonal cycle of the jet
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The Future: jet shifts

Barnes & Polvani (2013)

- CMIP5 models project poleward 
shifts of the jet-stream in most 
seasons 

- zonal differences in the North 
Pacific jet response in winter

denote the 25th–75th percentile range, while the crosses
denote those models that lie outside of that range.
Seasonal differences are readily apparent, with the
maximum jet shift occurring in autumn in all three

sectors [March–May (MAM) for the Southern Hemi-
sphere and September–November (SON) for the
Northern Hemisphere], and most notably, the North
Atlantic jet showing no clear shift in DJF by the end of
the twenty-first century. Consistent with the jet vari-
ability being a function of the mean jet latitude, we do
not find a consistent response in jet variability in the
wintertime North Atlantic (not shown). Thus, it is clear
that the annual-mean results from this study mask rich
seasonality among themodel responses, and future work
should address how the story differs among the seasons
in each sector. However, this additional work is beyond
the scope of this paper.
We will, nonetheless, address one aspect of the sea-

sonality of the jet variability response, namely that of the
North Pacific. We noted above that the North Pacific jet
response differs from the North Atlantic and Southern
Hemisphere jet responses due to the presence of a
strong subtropical jet in the annual mean. However, the
subtropical jet has a seasonal cycle, maximizing in the
winter months [December–February (DJF)]. Thus,
one might expect the North Pacific summertime [June–
August (JJA)] jet to behave more like the Southern
Hemisphere and North Atlantic jets when the sub-
tropical jet is weak. Figure 13 shows the percent variance
explained of u850,700 by ~Zlat, ~Zspd, ~Zwdt, and ~ZEOF1 in
the North Pacific for DJF and JJA. The jet is farther

FIG. 12. Seasonal-mean jet shift (degrees poleward) between the
Historical and RCP8.5 experiments for the three sectors. The bars
denote the 25th–75th percentile range of themultimodel spread (22
models total) and the diagonal crosses denote themodels outside of
this range.

FIG. 13. As in Fig. 6, but for the North Pacific sector during (a) winter (DJF) and (b) summer (JJA).
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Atlantic and Pacific jets with a strong model consensus.
This is also true in MAM, but the anomalies are much
weaker and there is less of a consensus. During JJA, while
the zonal-mean jet shifts poleward, Figs. 7e and 7f show
that, locally, it is only the Atlantic jet that is shifting
poleward while the Pacific jet is mostly weakening.
The DJF season is the most complex season for the

NH zonal wind response. In the zonal mean, the
anomalies exhibit a dipole and a poleward shift of the
zonal-mean jet maximum (see Fig. 4). However, Fig. 7a
makes clear that this interpretation is only true locally in
the west Pacific. In the east Pacific, the jet is actually
shifting equatorward. In the west Atlantic, there is very
little consensus among the models, but to the east there is
a consensus on a strengthened westerly wind at the jet
exit region across the British Isles and France and
a weakened westerly wind over North Africa. This
anomaly would actually appear as a poleward shift of the
Atlantic jet in a basin-mean analysis across the Atlantic
owing to the southwest–northeast tilt of the Atlantic jet,
but this is more properly characterized as a strengthening
of the jet exit and a weakened zonal wind much farther
south over North Africa. This feature has been discussed
by Woollings and Blackburn (2012) for CMIP3 and
Harvey et al. (2012) note a corresponding strengthening
of storm activity at the jet exit in the CMIP5 models.
The shift of the Atlantic and Pacific jets as a function

of longitude and day of the year is summarized in Fig. 8.
There is a clear consensus of a poleward shift of each jet
across each basin in the fall, with up to a 38 or 48 shift in
the west Atlantic. The months of strongest consensus,
however, differ slightly between the Atlantic and Pa-
cific. In winter, there is very little shift of the Atlantic jet
but the Pacific jet shows consensus on a poleward shift in
the west and an equatorward shift in the east. There is
also some consensus on a slight equatorward shift of the
Pacific jet in July in the west.
The NH midlatitude circulation response is complex

and it is important to understand these particular local-
ized features, which do not fit our typical interpretation of
a poleward shifting of the midlatitude circulation under
climate change.

6. Future changes in the two-dimensional vertically
integrated momentum budget

The two-dimensional vertically integrated momen-
tum budgets for the future minus past difference in the
SON, DJF, MAM, and JJA seasons are shown in Figs. 9,
10, 11, and 12, respectively. The tu responses of the 13-
model subset (Figs. 9b, 10b, 11b, and 12b) resemble that
of the 700-hPa zonal wind in the 35-model mean. Bear in
mind the features of strongmodel consensus in the 700-hPa

FIG. 8. The jet shift in (a) the Pacific basin and (b) the Atlantic
basin as a function of longitude andmonth. These plotsmake use of
the daily data summarized in Table 1 and a 30-day running mean is
applied over the seasonal cycle before the jet latitude is calculated.
Jet latitude is calculated from a quadratic fit to the three points
around the latitude of maximum 700-hPa wind and the jet shift is
calculated for each model individually before taking the ensemble
mean. (c),(d) The model consensus for the jet shift. The panels
below the colored panels indicate the longitudes shown, and the
small black overlapping circles denote the historical jet latitude at
each location.
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The Future: jet shifts & RWB

- future poleward jet shifts are tied to changes in the distribution of RWB

are relevant for the observed atmosphere, Figure 6 suggests
that the anticyclonic wave breaking will shift poleward with
the jet while the cyclonic wave breaking maximum might
not as it may already have reached its poleward limit. To
diagnose changes in wave breaking with climate change, we
first present results from a single GCM before presenting
results for all other models.

5.1. Wave Breaking in a Single GCM
[48] The wave breaking frequency distribution for the

20C3M integration of the GFDL CM2.0 model is shown in
Figures 13a and 13b. There are fewer wave breaking events
in the stratosphere in the GCM compared to the observations
(Figures 8c and 8d), perhaps due to the model’s limited
vertical resolution. Although the GCM exhibits local

maxima in wave breaking on the flanks of the eddy-driven
and subtropical jet as in the observations, the frequency of
both cyclonic and anticyclonic wave breaking events is not
as large as observed.
[49] We calculated the wave breaking frequency distribu-

tion for the 2! CO2 scenario and plot the difference from the
20C3M integration in Figures 13c and 13d. Only differences
that are statistically different from zero at 95% confidence
based on the criterion from Appendix A are shaded. Refer-
ring first to the anticyclonic events (Figure 13d), anticyclonic
wave breaking clearly shifts in the Southern Hemisphere as
the jet shifts poleward by approximately 3.75". A small shift
also appears in the Northern Hemisphere, although the signal
is not as clear. In addition, anticyclonic wave breaking events
extend upward in both hemispheres, and we speculate that

Figure 13. Zonally integrated wave breaking frequency for the GFDL CM2.0 model. (a) Cyclonic and
(b) anticyclonic wave breaking frequency for the 20C3M (1961–2000) integration and (c, d) the difference
in wave breaking frequency between the 2 ! CO2 and 20C3M integrations, where only statistically sig-
nificant changes are shaded (see Appendix A for details). Gray contours denote the zonal-mean zonal
winds contoured every 5 m/s (Figures 13a and 13b), and change in the winds between the 2 ! CO2 and
20C3M integrations contoured every 2 m/s with the zero lines omitted (Figures 13c and 13d). Dashed gray
lines denote easterlies, and the linear vertical spacing changes at 100 hPa to highlight the stratosphere.
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this is linked to a rising of the tropopause as the climate
warms. Note that by identifying wave breaking on pressure
surfaces, we are able to diagnose vertical displacements of
wave breaking with an upward shift of the tropopause in
pressure with climate change assuming multiple pressure
levels are studied. An algorithm searching for wave breaking
on the dynamic tropopause would not see such a shift
because the contour would move upward with the tropopause
by definition.
[50] Turning our attention to cyclonic wave breaking

events (Figure 13c), cyclonic wave breaking decreases in
both hemispheres by up to 30% at the latitude of maximum
zonal wind anomalies with a doubling of carbon dioxide.
However, in contrast to the change in anticyclonic events,
this reduction is not accompanied by an increase farther
poleward. Thus, consistent with the barotropic model
results, a poleward shift of the jet is accompanied by a
hemispheric decrease in cyclonic wave breaking frequency.
The GFDL model exhibits a decrease of approximately 10

cyclonic wave breaking events per year per degree poleward
shift of the jet, whereas the barotropic model integrations
with midlatitude stirring exhibit a decrease of approximately
15 cyclonic wave breaking events per year per degree pole-
ward shift of the jet. This comparison supports the notion that
the barotropic effect of jet latitude on wave breaking might
also be relevant in more realistic atmospheres.

5.2. Wave Breaking in the CMIP3 Models
[51] Now that we have presented detailed wave breaking

distributions for a single GCM, we present a summary of
results for all of the available CMIP3 models for two sce-
narios (20C3M and A2). We define the latitude of the
eddy-driven jet as the latitude of maximum zonal-mean zonal
wind at 925 hPa. Results are similar if the latitude of maxi-
mum surface westerlies is used instead.
[52] The calculated change in 250 hPa Southern Hemi-

sphere wave breaking frequency between the A2 and
20C3M scenarios is plotted in Figure 14a for the 12 models
with available data. We have scaled the change in wave
breaking by the magnitude of the jet shift between model
integrations to produce a change per degree latitude shift of
the jet. Anticyclonic wave breaking increases in some
models and decreases in others. However, cyclonic wave
breaking decreases in all models, and in 10 of the 12 models,
the rate of decrease falls between 7 and 20 events per year
per degree shift, similar to the slopes calculated from the
barotropic integrations. In terms of the percentage change,
this corresponds to a total decrease in cyclonic wave
breaking between 3.5% to 11% in the hemispheric mean,
with local decreases of over 30% in some models. These
results once again suggest that cyclonic wave breaking fre-
quency is tied to the latitude of the midlatitude jet, and that it
will decrease if the jets shift poleward with climate change.
[53] The varying response of anticyclonic wave breaking

frequencies is largely a function of the latitude band over
which one averages. Poleward of 30!S, all but one model
shows an increase in anticyclonic wave breaking as shown
in Figure 14b, while all models show a decrease in anticy-
clonic wave breaking between 0!–30!S (not shown). Thus,
when the total change in anticyclonic wave breaking is
averaged over the hemisphere, the result is the difference
between two large numbers. It is possible that the decrease in
anticyclonic wave breaking in the tropics and subtropics
shown here is due to the rising of the tropopause, such that
the 250 hPa surface falls below the level of maximum wave
breaking frequency in the A2 integrations. However, addi-
tional calculations of wave breaking on nearby pressure
surfaces are required to confirm that this is the case since
other factors such as changes in the location of the sub-
tropical jet may also be important.
[54] To determine how the latitudes of wave breaking

shift with the climatological jet, we calculate the latitudes of
maximum cyclonic and anticyclonic wave breaking for
each integration. Details of this calculation are given in
Appendix B. Figure 15 shows the latitudes of maximum
cyclonic and anticyclonic wave breaking across all models
and forcing scenarios. As is the case for the barotropic
model, we see that the peak in anticyclonic wave breaking
always occurs equatorward of the eddy-driven jet, while the
peak in cyclonic wave breaking tends to be found poleward

Figure 14. (a) Change in the number of Southern Hemi-
sphere wave breaking events at 250 hPa per year per degree
poleward shift of the jet between the A2 (2081–2100) and
20C3M (1961–2000) integrations for 12 CMIP3 GCMs.
(b) Same as in Figure 14a except only for latitudes poleward
of 30!S.
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- future poleward jet shifts are tied to changes in the distribution of RWB

are relevant for the observed atmosphere, Figure 6 suggests
that the anticyclonic wave breaking will shift poleward with
the jet while the cyclonic wave breaking maximum might
not as it may already have reached its poleward limit. To
diagnose changes in wave breaking with climate change, we
first present results from a single GCM before presenting
results for all other models.

5.1. Wave Breaking in a Single GCM
[48] The wave breaking frequency distribution for the

20C3M integration of the GFDL CM2.0 model is shown in
Figures 13a and 13b. There are fewer wave breaking events
in the stratosphere in the GCM compared to the observations
(Figures 8c and 8d), perhaps due to the model’s limited
vertical resolution. Although the GCM exhibits local

maxima in wave breaking on the flanks of the eddy-driven
and subtropical jet as in the observations, the frequency of
both cyclonic and anticyclonic wave breaking events is not
as large as observed.
[49] We calculated the wave breaking frequency distribu-

tion for the 2! CO2 scenario and plot the difference from the
20C3M integration in Figures 13c and 13d. Only differences
that are statistically different from zero at 95% confidence
based on the criterion from Appendix A are shaded. Refer-
ring first to the anticyclonic events (Figure 13d), anticyclonic
wave breaking clearly shifts in the Southern Hemisphere as
the jet shifts poleward by approximately 3.75". A small shift
also appears in the Northern Hemisphere, although the signal
is not as clear. In addition, anticyclonic wave breaking events
extend upward in both hemispheres, and we speculate that

Figure 13. Zonally integrated wave breaking frequency for the GFDL CM2.0 model. (a) Cyclonic and
(b) anticyclonic wave breaking frequency for the 20C3M (1961–2000) integration and (c, d) the difference
in wave breaking frequency between the 2 ! CO2 and 20C3M integrations, where only statistically sig-
nificant changes are shaded (see Appendix A for details). Gray contours denote the zonal-mean zonal
winds contoured every 5 m/s (Figures 13a and 13b), and change in the winds between the 2 ! CO2 and
20C3M integrations contoured every 2 m/s with the zero lines omitted (Figures 13c and 13d). Dashed gray
lines denote easterlies, and the linear vertical spacing changes at 100 hPa to highlight the stratosphere.
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this is linked to a rising of the tropopause as the climate
warms. Note that by identifying wave breaking on pressure
surfaces, we are able to diagnose vertical displacements of
wave breaking with an upward shift of the tropopause in
pressure with climate change assuming multiple pressure
levels are studied. An algorithm searching for wave breaking
on the dynamic tropopause would not see such a shift
because the contour would move upward with the tropopause
by definition.
[50] Turning our attention to cyclonic wave breaking

events (Figure 13c), cyclonic wave breaking decreases in
both hemispheres by up to 30% at the latitude of maximum
zonal wind anomalies with a doubling of carbon dioxide.
However, in contrast to the change in anticyclonic events,
this reduction is not accompanied by an increase farther
poleward. Thus, consistent with the barotropic model
results, a poleward shift of the jet is accompanied by a
hemispheric decrease in cyclonic wave breaking frequency.
The GFDL model exhibits a decrease of approximately 10

cyclonic wave breaking events per year per degree poleward
shift of the jet, whereas the barotropic model integrations
with midlatitude stirring exhibit a decrease of approximately
15 cyclonic wave breaking events per year per degree pole-
ward shift of the jet. This comparison supports the notion that
the barotropic effect of jet latitude on wave breaking might
also be relevant in more realistic atmospheres.

5.2. Wave Breaking in the CMIP3 Models
[51] Now that we have presented detailed wave breaking

distributions for a single GCM, we present a summary of
results for all of the available CMIP3 models for two sce-
narios (20C3M and A2). We define the latitude of the
eddy-driven jet as the latitude of maximum zonal-mean zonal
wind at 925 hPa. Results are similar if the latitude of maxi-
mum surface westerlies is used instead.
[52] The calculated change in 250 hPa Southern Hemi-

sphere wave breaking frequency between the A2 and
20C3M scenarios is plotted in Figure 14a for the 12 models
with available data. We have scaled the change in wave
breaking by the magnitude of the jet shift between model
integrations to produce a change per degree latitude shift of
the jet. Anticyclonic wave breaking increases in some
models and decreases in others. However, cyclonic wave
breaking decreases in all models, and in 10 of the 12 models,
the rate of decrease falls between 7 and 20 events per year
per degree shift, similar to the slopes calculated from the
barotropic integrations. In terms of the percentage change,
this corresponds to a total decrease in cyclonic wave
breaking between 3.5% to 11% in the hemispheric mean,
with local decreases of over 30% in some models. These
results once again suggest that cyclonic wave breaking fre-
quency is tied to the latitude of the midlatitude jet, and that it
will decrease if the jets shift poleward with climate change.
[53] The varying response of anticyclonic wave breaking

frequencies is largely a function of the latitude band over
which one averages. Poleward of 30!S, all but one model
shows an increase in anticyclonic wave breaking as shown
in Figure 14b, while all models show a decrease in anticy-
clonic wave breaking between 0!–30!S (not shown). Thus,
when the total change in anticyclonic wave breaking is
averaged over the hemisphere, the result is the difference
between two large numbers. It is possible that the decrease in
anticyclonic wave breaking in the tropics and subtropics
shown here is due to the rising of the tropopause, such that
the 250 hPa surface falls below the level of maximum wave
breaking frequency in the A2 integrations. However, addi-
tional calculations of wave breaking on nearby pressure
surfaces are required to confirm that this is the case since
other factors such as changes in the location of the sub-
tropical jet may also be important.
[54] To determine how the latitudes of wave breaking

shift with the climatological jet, we calculate the latitudes of
maximum cyclonic and anticyclonic wave breaking for
each integration. Details of this calculation are given in
Appendix B. Figure 15 shows the latitudes of maximum
cyclonic and anticyclonic wave breaking across all models
and forcing scenarios. As is the case for the barotropic
model, we see that the peak in anticyclonic wave breaking
always occurs equatorward of the eddy-driven jet, while the
peak in cyclonic wave breaking tends to be found poleward

Figure 14. (a) Change in the number of Southern Hemi-
sphere wave breaking events at 250 hPa per year per degree
poleward shift of the jet between the A2 (2081–2100) and
20C3M (1961–2000) integrations for 12 CMIP3 GCMs.
(b) Same as in Figure 14a except only for latitudes poleward
of 30!S.

BARNES AND HARTMANN: WAVE BREAKING AND CLIMATE CHANGE D09117D09117

14 of 17



Elizabeth A. BarnesCSU

The Future: decreases in cyclonic RWB

Barnes & Polvani (2013)

FIG. 10. Zonally integrated wave-breaking frequency profiles for (a),(d),(g) anticyclonic wave breaking (AWB) and (b),(e),(h) cyclonic
wave breaking (CWB) vs mean jet latitude, where model results have been grouped into 18 jet latitude bins and the profiles averaged
together: (a)–(c) Southern Hemisphere; (d)–(f) North Atlantic; and (g)–(i) North Pacific. The number of profiles in each jet latitude bin is
denoted along the x axis. The thick line denotes the 1:1 line and thus the position of the mean jet. (c),(f),(i) Cyclonic wave-breaking
frequency poleward of 208 latitude with arrows, lines and colors are as in Fig. 3.
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breaking occurs in the Southern Hemisphere, where counter-
clockwise rotation would be termed “cyclonic”. To make the
figure more clear, and demonstrate the changes in frequency
of wave breaking southward of the jet, we have kept the
Northern Hemisphere cyclonic and anticyclonic naming
conventions for this figure only. The observed decrease in
wave breaking with latitude is clear in Figure 6a, with the
cyclonic events decreasing to zero as the jet moves pole-
ward. The anticyclonic wave breaking events do not respond
as quickly to the decrease in b since they are situated on the
equatorward flank of the jet. However, once the jet is located
near 40!N anticyclonic wave breaking frequency begins to
decrease as well. This decrease in wave breaking as the jet
moves poleward is due to the fact that only small wave
numbers (large waves) can propagate in regions of small b.
Thus, the decrease in wave breaking is also a function of
stirring scale. We have confirmed that stirring over smaller
wave numbers (larger scales) results in a less rapid decrease
in wave breaking although the results are qualitatively
similar.
[29] One might expect that as the jet shifts poleward, the

regions of wave breaking will shift poleward with the winds.
Looking at Figure 4, a poleward shift of the jet gives rise to a
poleward shift of the peak in anticyclonic wave breaking.
The peak in cyclonic wave breaking also shifts poleward for
qstir between 35!N and 40!N. However, this does not con-
tinue for more poleward jet shifts. Figure 6b depicts the
latitude of the maximum cyclonic and anticyclonic wave
breaking frequency for varying stirring latitudes. Recalling
that anticyclonic events occur predominantly equatorward of
the jet, we see that the frequency distribution of these events
shifts linearly with the latitude of the jet, parallel to the one-
to-one line. The cyclonic events, however, slow their pole-
ward progression when the jet is poleward of 40!N. It
appears that the waves are unable to propagate and break any
further poleward than 60!N, and when the jet latitude coin-
cides with this latitude, the peak in cyclonic events moves to
the equatorward flank of the jet, becoming collocated with
the peak in anticyclonic events. Investigation of Figure 4

shows that cyclonic wave breaking does not actually
increase on the equatorward flank of the jet for qstir ≥ 60!N,
but rather decreases to zero on the poleward flank.

3.2. Adding a Subtropical Jet
[30] Thus far, we have analyzed wave breaking in a bar-

otropic model with only a single eddy-driven jet. However,
in the observations, there exists a strong subtropical jet
between 20!N–30!N in both hemispheres, as shown for the
zonal-mean in Figure 3. Barnes and Hartmann [2011] argue
that the presence of a strong subtropical jet can greatly
influence the variability of the midlatitude eddy-driven jet by
modulating the latitude of wave breaking, thereby decreas-
ing the positive feedback between the eddies and the eddy-
driven jet.
[31] We design an experiment similar to Barnes and

Hartmann [2011] whereby a fixed subtropical jet is added
to the barotropic model simulations, and we refer the reader
there for additional details and a comprehensive discussion
of the eddy response. The subtropical jet is modeled as a
Gaussian in latitude, centered at 30!N with a half-width of
6! and a maximum speed of 25 m"s#1. The vorticity in the
subtropics is relaxed back to this profile with a timescale of
6 days.
[32] We once again stir the model to create an eddy-driven

jet that varies in space and time. We evaluate the wave
breaking for the qstir = 50!N integration to mimic the
Southern Hemisphere winter-time Pacific; the results are
shown in Figure 7a. The gray solid line denotes the total
zonal-mean zonal winds and is a combination of the
imposed subtropical and eddy-driven winds. The gray
dashed line denotes the eddy-driven jet, which is the com-
ponent of the zonal-mean zonal winds driven purely by
eddies, calculated as the total zonal winds minus the
imposed Gaussian subtropical jet profile. Note that although
the subtropical jet is relaxed to 25 m"s#1, the eddies maintain
it at a speed much less than this.
[33] The frequency distributions of anticyclonic (black

dashed line) and cyclonic wave breaking (black solid line) in

Figure 6. (a) Wave breaking frequency and (b) latitude of maximum wave breaking versus the latitude of
the eddy-driven jet in the barotropic model separated into cyclonic and anticyclonic events (see text for
note on classifications near the equator).
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FIG. 10. Zonally integrated wave-breaking frequency profiles for (a),(d),(g) anticyclonic wave breaking (AWB) and (b),(e),(h) cyclonic
wave breaking (CWB) vs mean jet latitude, where model results have been grouped into 18 jet latitude bins and the profiles averaged
together: (a)–(c) Southern Hemisphere; (d)–(f) North Atlantic; and (g)–(i) North Pacific. The number of profiles in each jet latitude bin is
denoted along the x axis. The thick line denotes the 1:1 line and thus the position of the mean jet. (c),(f),(i) Cyclonic wave-breaking
frequency poleward of 208 latitude with arrows, lines and colors are as in Fig. 3.
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poleward jet-stream  
=  

fewer cyclonic RWB

breaking occurs in the Southern Hemisphere, where counter-
clockwise rotation would be termed “cyclonic”. To make the
figure more clear, and demonstrate the changes in frequency
of wave breaking southward of the jet, we have kept the
Northern Hemisphere cyclonic and anticyclonic naming
conventions for this figure only. The observed decrease in
wave breaking with latitude is clear in Figure 6a, with the
cyclonic events decreasing to zero as the jet moves pole-
ward. The anticyclonic wave breaking events do not respond
as quickly to the decrease in b since they are situated on the
equatorward flank of the jet. However, once the jet is located
near 40!N anticyclonic wave breaking frequency begins to
decrease as well. This decrease in wave breaking as the jet
moves poleward is due to the fact that only small wave
numbers (large waves) can propagate in regions of small b.
Thus, the decrease in wave breaking is also a function of
stirring scale. We have confirmed that stirring over smaller
wave numbers (larger scales) results in a less rapid decrease
in wave breaking although the results are qualitatively
similar.
[29] One might expect that as the jet shifts poleward, the

regions of wave breaking will shift poleward with the winds.
Looking at Figure 4, a poleward shift of the jet gives rise to a
poleward shift of the peak in anticyclonic wave breaking.
The peak in cyclonic wave breaking also shifts poleward for
qstir between 35!N and 40!N. However, this does not con-
tinue for more poleward jet shifts. Figure 6b depicts the
latitude of the maximum cyclonic and anticyclonic wave
breaking frequency for varying stirring latitudes. Recalling
that anticyclonic events occur predominantly equatorward of
the jet, we see that the frequency distribution of these events
shifts linearly with the latitude of the jet, parallel to the one-
to-one line. The cyclonic events, however, slow their pole-
ward progression when the jet is poleward of 40!N. It
appears that the waves are unable to propagate and break any
further poleward than 60!N, and when the jet latitude coin-
cides with this latitude, the peak in cyclonic events moves to
the equatorward flank of the jet, becoming collocated with
the peak in anticyclonic events. Investigation of Figure 4

shows that cyclonic wave breaking does not actually
increase on the equatorward flank of the jet for qstir ≥ 60!N,
but rather decreases to zero on the poleward flank.

3.2. Adding a Subtropical Jet
[30] Thus far, we have analyzed wave breaking in a bar-

otropic model with only a single eddy-driven jet. However,
in the observations, there exists a strong subtropical jet
between 20!N–30!N in both hemispheres, as shown for the
zonal-mean in Figure 3. Barnes and Hartmann [2011] argue
that the presence of a strong subtropical jet can greatly
influence the variability of the midlatitude eddy-driven jet by
modulating the latitude of wave breaking, thereby decreas-
ing the positive feedback between the eddies and the eddy-
driven jet.
[31] We design an experiment similar to Barnes and

Hartmann [2011] whereby a fixed subtropical jet is added
to the barotropic model simulations, and we refer the reader
there for additional details and a comprehensive discussion
of the eddy response. The subtropical jet is modeled as a
Gaussian in latitude, centered at 30!N with a half-width of
6! and a maximum speed of 25 m"s#1. The vorticity in the
subtropics is relaxed back to this profile with a timescale of
6 days.
[32] We once again stir the model to create an eddy-driven

jet that varies in space and time. We evaluate the wave
breaking for the qstir = 50!N integration to mimic the
Southern Hemisphere winter-time Pacific; the results are
shown in Figure 7a. The gray solid line denotes the total
zonal-mean zonal winds and is a combination of the
imposed subtropical and eddy-driven winds. The gray
dashed line denotes the eddy-driven jet, which is the com-
ponent of the zonal-mean zonal winds driven purely by
eddies, calculated as the total zonal winds minus the
imposed Gaussian subtropical jet profile. Note that although
the subtropical jet is relaxed to 25 m"s#1, the eddies maintain
it at a speed much less than this.
[33] The frequency distributions of anticyclonic (black

dashed line) and cyclonic wave breaking (black solid line) in

Figure 6. (a) Wave breaking frequency and (b) latitude of maximum wave breaking versus the latitude of
the eddy-driven jet in the barotropic model separated into cyclonic and anticyclonic events (see text for
note on classifications near the equator).
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FIG. 10. Zonally integrated wave-breaking frequency profiles for (a),(d),(g) anticyclonic wave breaking (AWB) and (b),(e),(h) cyclonic
wave breaking (CWB) vs mean jet latitude, where model results have been grouped into 18 jet latitude bins and the profiles averaged
together: (a)–(c) Southern Hemisphere; (d)–(f) North Atlantic; and (g)–(i) North Pacific. The number of profiles in each jet latitude bin is
denoted along the x axis. The thick line denotes the 1:1 line and thus the position of the mean jet. (c),(f),(i) Cyclonic wave-breaking
frequency poleward of 208 latitude with arrows, lines and colors are as in Fig. 3.
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breaking occurs in the Southern Hemisphere, where counter-
clockwise rotation would be termed “cyclonic”. To make the
figure more clear, and demonstrate the changes in frequency
of wave breaking southward of the jet, we have kept the
Northern Hemisphere cyclonic and anticyclonic naming
conventions for this figure only. The observed decrease in
wave breaking with latitude is clear in Figure 6a, with the
cyclonic events decreasing to zero as the jet moves pole-
ward. The anticyclonic wave breaking events do not respond
as quickly to the decrease in b since they are situated on the
equatorward flank of the jet. However, once the jet is located
near 40!N anticyclonic wave breaking frequency begins to
decrease as well. This decrease in wave breaking as the jet
moves poleward is due to the fact that only small wave
numbers (large waves) can propagate in regions of small b.
Thus, the decrease in wave breaking is also a function of
stirring scale. We have confirmed that stirring over smaller
wave numbers (larger scales) results in a less rapid decrease
in wave breaking although the results are qualitatively
similar.
[29] One might expect that as the jet shifts poleward, the

regions of wave breaking will shift poleward with the winds.
Looking at Figure 4, a poleward shift of the jet gives rise to a
poleward shift of the peak in anticyclonic wave breaking.
The peak in cyclonic wave breaking also shifts poleward for
qstir between 35!N and 40!N. However, this does not con-
tinue for more poleward jet shifts. Figure 6b depicts the
latitude of the maximum cyclonic and anticyclonic wave
breaking frequency for varying stirring latitudes. Recalling
that anticyclonic events occur predominantly equatorward of
the jet, we see that the frequency distribution of these events
shifts linearly with the latitude of the jet, parallel to the one-
to-one line. The cyclonic events, however, slow their pole-
ward progression when the jet is poleward of 40!N. It
appears that the waves are unable to propagate and break any
further poleward than 60!N, and when the jet latitude coin-
cides with this latitude, the peak in cyclonic events moves to
the equatorward flank of the jet, becoming collocated with
the peak in anticyclonic events. Investigation of Figure 4

shows that cyclonic wave breaking does not actually
increase on the equatorward flank of the jet for qstir ≥ 60!N,
but rather decreases to zero on the poleward flank.

3.2. Adding a Subtropical Jet
[30] Thus far, we have analyzed wave breaking in a bar-

otropic model with only a single eddy-driven jet. However,
in the observations, there exists a strong subtropical jet
between 20!N–30!N in both hemispheres, as shown for the
zonal-mean in Figure 3. Barnes and Hartmann [2011] argue
that the presence of a strong subtropical jet can greatly
influence the variability of the midlatitude eddy-driven jet by
modulating the latitude of wave breaking, thereby decreas-
ing the positive feedback between the eddies and the eddy-
driven jet.
[31] We design an experiment similar to Barnes and

Hartmann [2011] whereby a fixed subtropical jet is added
to the barotropic model simulations, and we refer the reader
there for additional details and a comprehensive discussion
of the eddy response. The subtropical jet is modeled as a
Gaussian in latitude, centered at 30!N with a half-width of
6! and a maximum speed of 25 m"s#1. The vorticity in the
subtropics is relaxed back to this profile with a timescale of
6 days.
[32] We once again stir the model to create an eddy-driven

jet that varies in space and time. We evaluate the wave
breaking for the qstir = 50!N integration to mimic the
Southern Hemisphere winter-time Pacific; the results are
shown in Figure 7a. The gray solid line denotes the total
zonal-mean zonal winds and is a combination of the
imposed subtropical and eddy-driven winds. The gray
dashed line denotes the eddy-driven jet, which is the com-
ponent of the zonal-mean zonal winds driven purely by
eddies, calculated as the total zonal winds minus the
imposed Gaussian subtropical jet profile. Note that although
the subtropical jet is relaxed to 25 m"s#1, the eddies maintain
it at a speed much less than this.
[33] The frequency distributions of anticyclonic (black

dashed line) and cyclonic wave breaking (black solid line) in

Figure 6. (a) Wave breaking frequency and (b) latitude of maximum wave breaking versus the latitude of
the eddy-driven jet in the barotropic model separated into cyclonic and anticyclonic events (see text for
note on classifications near the equator).
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We don’t know yet!!
(but changes in the moisture capacity of the atmosphere will likely dominate)

If the jet shifts poleward in the future, will we have less 
cyclonic RWB-induced moisture transport at 60N?



Elizabeth A. BarnesCSU

Conclusions

1. Extreme synoptic moisture transport events contribute a 
substantial amount to the total transient moisture 
transport across 60N  

2. Synoptic Rossby waves are an important driver of these 
extreme intrusion events 

3. Future changes in the jet-stream and Rossby wave 
breaking frequency have the potential to drive changes 
in the intensity and frequency of these intrusions


