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1.	  A	  Mul(scale	  Challenge	  

"  Cloud-‐aerosol	  interac=ons	  are	  in=mately	  
coupled	  with	  important	  cloud	  and	  aerosol	  
processes.	  

"   Improved	  representa=on	  of	  interac=ons	  
depends	  on	  improved	  parameteriza=ons	  
of	  cloud	  microphysics	  and	  macrophysics.	  

"  Crea=ve	  methods	  are	  needed	  to	  
represent	  processes	  across	  the	  wide	  
range	  of	  spa=al	  scales	  involved.	  

Bodenschatz et al., Science 2010 
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Other Dimensions of Complexity: 
Phase, shape, composition 

Ice	  par=cles	   Aerosol	  par=cles	  



Complexity of Microphysical 
Processes 

For	  the	  whole	  Atmosphere!	  



2. Approaches 

"   Aerosol Microphysics 
"   Cloud Macrophysics 
"   Cloud Microphysics 
"   Interactions 



Aerosol Microphysics 
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Particle-Resolved Modeling 

Diesel Soot 

Gasoline Soot 

Cooking POA + Bkg 

Zaveri	  et	  al.	  JGR	  (2010)	  



Four-Mode Aerosol Model in CAM 
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Figure 2. Time series of simulated number size distributions of (left) Method I 222 

(MBHM-MCA) and (right) Method III (DMS-LDM) with (top to bottom) BIN64, 223 

BIN16, BIN8, and BIN4, at 298.15 [K], 1000 [hPa] and no pre-existing particles. 224 

Sec(onal	  Modal-‐Bin	  An Advanced 
Hybrid Scheme 

"   Superior 
performance of a 
triple-moment 
hybrid aerosol 
scheme 

10 
Kajino	  et	  al.,	  JGR	  2013	  



Cloud Macrophysics 
"   Double Gaussian PDF 
" Superparameterization 
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Fig. 1. Time series of liquid water path (upper left), rain water path (upper right), ice water path (lower
left), and snow water path (lower right) from the TWP-ICE deep convective simulation. Liquid water
path is too high in the CLUBB-SILHS simulation, suggesting a low precipitation efficiency; however the
other hydrometeors follow SAM fairly closely.
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Storer	  et	  al.,	  GMDD	  (2014)	  

3560 VOLUME 59J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S

FIG. 6. Examples of PDFs of w, �l, and qt over the last hour of the BOMEX simulation (a)–(f ). Thin
vertical lines show the actual RAMS LES distributions, thick dashed lines the PDFs predicted by the SCM,
and thick solid lines the PDFs fit to the LES data. Vertical arrows in (e) and (f ) indicate the mean state
saturation specific humidity. Inserts show a close-up view of the tail of the distributions.

timing is very similar between the two models, with the
first clouds appearing around 1530 UTC and the last
ones dissipating around 0030 UTC. The evolution of
cloud base during the course of the simulation is also
in good agreement, with the main difference being a
slightly lower cloud base in the SCM. Cloud top is also
underestimated in the SCM by a few hundred meters.
The RAMS LES produces a large maximum in cloud
fraction of 18% around 1800 UTC. In comparison, the
SCM produces a much smaller maximum value just over
10%, delayed by approximately 30 min and at a higher
elevation. As we show later in the text, the parameter-
ization tends, in general, to underestimate maximum
cloud fraction for this case.

We now present profiles of various quantities aver-
aged between 1900 and 2000 UTC, corresponding to
the period when the surface heating is the strongest.
Figures 8a,b depict l and t for both models during� q
this time along with their initial values. The RAMS LES
l increases in the lower part of the domain under the�
influence of surface heating, and there develops an ap-
proximately 1000-m-deep subcloud mixed layer. The
mixing of subcloud layer air by the clouds causes l to�
decrease between 1100 and 2000 m. The RAMS LES
humidity profile becomes moister throughout most of
the domain, with the biggest increase in the subcloud
layer as a result of the large surface latent heat flux.
The SCM profiles at the same time are almost identical

Golaz	  et	  al.	  JAS	  (2002)	  

TWP	  



Cloud Microphysics 

"   Bin microphysics 
"   Explicit condensation 
"   Ice nucleation a source of uncertainty 

"   Bulk microphysics 
"   Saturation adjustment 
"   Prescribed size distribution for cloud water, rain, ice, snow, graupel 
"   Temperature-dependent phase and hybrid saturation vapor pressure 

"   Double-moment microphysics 
"   Number and mass for each hydrometeor class 
"   Particle phase depends on ice nucleation 
"   Saturation adjustment for liquid 
"   Explicit vapor deposition to ice 
"   Precipitating species often diagnosed rather than predicted. 



Cloud Microphysics 

"   text q,	  N	  
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Morrison	  and	  GeUelman,	  JGR	  2008	  



Interactions 

"   Aerosol effects on clouds 
"   Cloud effects on aerosol 



Aerosol Effects on Clouds 

"   Explicit prediction of 
supersaturation in 
resolved updrafts 

"   Parameterization of 
maximum 
supersaturation at 
cloud base 

Ghan	  et	  al.,	  JAMES	  (2011)	  

other aspects of the treatments of clouds and aerosol in
GCMS are producing most of the differences between
estimates of aerosol indirect effects.

Given the large difference in the timings of ARG and
Nenes schemes discussed in section 2, the timing difference
in a GCM is also of interest. In CAM5, the Nenes scheme
almost doubles the total run time compared to simulations
with the ARG scheme. The difference would be larger if

droplet nucleation was calculated for multiple updraft
velocities rather than a single updraft velocity, or for all
cloudy layers rather than just at cloud base and in growing
clouds. It would be smaller if the error function is replaced
by the hyperbolic tangent approximation.

6. Further Development

Although the droplet nucleation schemes provide robust
physically-based representations of aerosol effects on drop-
let nucleation, further development is needed in several
directions.

Figure 11. (top) Parameterized and simulated maximum super-
saturation and (bottom) number fraction activated for each
mode as functions of updraft velocity for the Whitby [1978]
marine aerosol and composition of ammonium sulfate. Mode 1
is the nuclei mode. Mode 2 is the accumulation mode. Mode 3 is
the coarse mode.

Figure 12. As in Figure 11, but for the Whitby [1978] clean
continental aerosol.

20
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Cloud Effects on the Aerosol in the 
Multiscale Modeling Framework 

Winds, modal aerosols  CRM with two-moment 
microphysics  

CRM	  cloud/precipita=on	  sta=s=cs	  used	  for	  
cloud	  processing	  of	  aerosols	  

Adiabatic forcing, 
aerosol 

Wang et al., 2011a, GMD;  
2011b, ACP 

cloud-‐processing	  of	  
aerosol	  

Cloud	  response	  
Cloud	  proper=es	  

ECPP:	  Explicit	  Clouds	  –	  Parameterized	  Pollutants	  



3. Understanding the Coupled 
Cloud-Aerosol System 

Baker	  and	  Charlson	  (1990)	  mul=ple	  equilibria	  and	  POCs	  
	  



Quantifying Cloud-Aerosol Interactions 

Ghan,	  S.,	  2013:	  	  Atmos.	  Chem	  Phys.	  

ΔC	  
	  

ΔΧχλεα
ν	

	  

ΔΦχλεαρ,χλεαν	  ΔΧ-ΔΧχλεαν	

	  

-‐1.92	  W	  m-‐2	  -‐1.50	  W	  m-‐2	  

0.42	  W	  m-‐2	   -‐0.07	  W	  m-‐2	  



Suppressing Natural Variability 
"   Nudge simulations toward the same winds 

the largest decrease in shortwave cloud forcing (Figures 3c
and 3d). Longwave radiation emission at the top of the
atmosphere also increases with increased condensate, espe-
cially ice, which showed regional changes in patterns similar
to longwave cloud forcing (Figures 3e and 3f). In general,
changes in the longwave cloud forcing act to buffer the
cooling pattern seen in the net aerosol indirect effect
(Figures 3a and 3b), which is dominated by the shortwave
forcing.
[42] It is clear from Figure 3 that the 10-year nudged

results reproduce the signal from the 100-year free-running
results and nudging achieves higher statistical significance
in a tenth of the simulation length. Figure 4 demonstrates
this further, showing the net aerosol indirect effect averaged
for the first 3 years and 10 years of the simulations. Stippling
indicates where the signal is significant at the 95% confi-
dence interval for the given number of years. The 3-year
free-running result has low statistical significance, but with
nudging, three years is long enough to evaluate the spatial
pattern of the signal where aerosol indirect effects are large.
The 10-year free-running result begins to converge toward
the nudged result, with less noise, and greater significance
over Asia, the north Pacific, and off the northwest coast of
South America. However, the 10-year nudged result is
significant over a much wider area (66% versus 28% of
the Earth’s area), including almost the entire Northern
Hemisphere.
[43] Overall, these results demonstrate that constraining

simulations through the use of nudging provides a more
stable global estimate of the aerosol indirect radiative forc-
ing on short time scales and increases the regional statistical
significance of the signal.

4.4. MACM Results
[44] Although MACM simulations can be scaled more

efficiently on a much higher number of processors than
CAM5, they require two hundred times more computational
resources for a given amount of simulated time and therefore
can currently be run for only a limited number of years. The
above analysis of CAM5 has demonstrated that a one-year
nudged simulation is highly correlated with the long-term
average. Hence, one-year MACM simulations are analyzed
in this study.
[45] Table 6 summarizes the differences between MACM

in nudged and free-running modes and how each compares
to observations. As was the case with CAM5, the addition of
nudging has little impact on global mean radiative fields and
cloud properties. Pattern correlations are identical for both
run types, and the spatial RMS errors vary by less than 4%.
With the exception of all-sky longwave, radiative flux errors
are slightly smaller in MACM than CAM5. Cloud water
path errors are also smaller, but cloud fraction, precipitable
water, and precipitation errors are slightly higher. The only
global mean values that differ by more than 4% between
MACM and CAM5 are longwave cloud forcing and total
cloud fraction. The global mean longwave cloud forcing in
MACM is 18% higher than in CAM5 and is closer to
CERES observations, although the pattern correlation is
lower. The total cloud fraction is 6–7% lower in MACM
than both CAM5 and CERES observations. These results are
consistent with the MACM and CAM5 differences dis-
cussed and evaluated in detail by Wang et al. [2011a,
2011b].
[46] Results from 3-year free-running MACM simulations

published by Wang et al. [2011b] are included as a baseline
for comparison to the 1-year global mean values presented in

Figure 2. The global-annual mean (a) net, (b) shortwave, and (c) longwave cloud forcing difference
between present-day and pre-industrial (aerosol indirect effect) in CAM5 for each simulation year
and (d) the standard error as a function of the number of sample years. The solid lines in Figures 2a–2c
indicate 10-year mean values and the black solid line indicates the 100-year mean value from the free-
running simulation.

KOOPERMAN ET AL.: ESTIMATES OF AEROSOL INDIRECT EFFECTS D23204D23204

10 of 16

Kooperman	  et	  al.,	  JGR	  (2012)	  



Liquid Water Path response to 
Aerosol 
"   Role of autoconversion 
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Diagnostic vs Prognostic 
Precipitation 

A) MG1.5 �CRE (Indirect) B) MG2 �CRE (Indirect)
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Fig. 11. Change in Cloud Radiative E�ect (CRE) between 2000 and 1850 simulations for
(A) MG1.5 and (B) MG2 in Wm�2.
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GeUelman	  et	  al.,	  in	  revision.	  

A) LWP v. Ac/Au Ratio
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C) LWP v. Accretion (Ac)
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Fig. 12. 60S to 60N latitude (A) ratio of Accretion to Autoconversion, (B) Autoconver-
sion rate and (C) Accretion Rate from MG1.5 (purple), MG2-Mi2Ma1 (dark blue), MG2-
Mi4Ma1 (cyan), MG2-Mi2Ma2 (green), MG2-Mi1Ma4 (yellow) and CLUBB-Mi1Ma6 (red).
Estimates derived from observations from the VOCALS experiment shown as black crosses
(see text for details).
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Fig. 12. 60S to 60N latitude (A) ratio of Accretion to Autoconversion, (B) Autoconver-
sion rate and (C) Accretion Rate from MG1.5 (purple), MG2-Mi2Ma1 (dark blue), MG2-
Mi4Ma1 (cyan), MG2-Mi2Ma2 (green), MG2-Mi1Ma4 (yellow) and CLUBB-Mi1Ma6 (red).
Estimates derived from observations from the VOCALS experiment shown as black crosses
(see text for details).
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Table 4. Radiative Flux Perturbation from MG1.5 and MG2. 2000-1850 aerosol emissions.
Di⇥erences in W m�2 using the methodology of Ghan (2013). �R is the total radiative
flux perturbation. Direct E⇥ects (DE) are estimated using the di⇥erence between top of
atmosphere flux, and the same flux without clear sky aerosols in the calculation. Aerosol
Cloud Interactions (ACI) are the cloud e⇥ects estimated again with fluxes that do not include
clear sky aerosol and �Albedo is the change due to changes in surface properties (clear sky
shortwave fluxes without aerosols).

Run �R �DE �ACI �Albedo
MG1.5 -1.22 -0.09 -1.25 -0.09
MG2-Mi2Ma1 -1.08 -0.07 -0.98 -0.10
MG2-Mi4Ma1 -1.05 -0.09 -1.15 +0.13
MG2-Mi2Ma2 -0.80 -0.09 -0.83 +0.06
MG2-Mi1Ma4 -0.87 -0.05 -1.04 +0.04
CLUBB-Mi1Ma6 -1.43 -0.02 -1.56 +0.01

41



Improved Turbulence Reduces 
Liquid Water Path Response 

"   LES finds LWP reduction 
due to droplet number – 
sedimentation – 
entrainment feedback 
under dry conditions 

"   GCMs fail to produce this 
result 

"   CLUBB in a single column 
model succeeds 

in GCMs. Instead, CLUBB predicts vertical profiles of tur-
bulence fluxes, and these fluxes control the entrainment rate.
This approach is analogous to the representation of entrain-
ment in LES.
[6] The simulations presented here are based on three

nocturnal marine cases studied by the Global Energy and
Water Exchange Cloud System Study (GCSS) Boundary
Layer Cloud Working Group:
[7] 1. A drizzling stratocumulus case from the Atlantic

Stratocumulus Transition Experiment (ASTEX) over the
northeastern Atlantic [Bretherton et al., 1995].
[8] 2. A non‐drizzling stratocumulus case from the First

Research Flight (RF01) of the Second Dynamics and
Chemistry ofMarine Stratocumulus Field Study (DYCOMS‐
II) to the west‐southwest of San Diego, California [Stevens
et al., 2005].
[9] 3. A drizzling stratocumulus case from the Second

Research Flight (RF02) of DYCOMS‐II [Ackerman et al.,
2009].
[10] Our single‐column simulations are subject to the same

initial conditions and large‐scale forcings as the GCSS LES
[Stevens et al., 2005; Ackerman et al., 2009]. Longwave
radiative fluxes are calculated online using the idealized
parameterization from Stevens et al. [2005], which does not
depend on cloud droplet size distributions. The free atmo-
sphere relative humidities for ASTEX, RF01, and RF02 are
∼70%, 10%, and 20%, respectively. To explore the impact
of the free atmosphere relative humidity on LWP, Ackerman
et al. [2004] conducted an additional test with a reduced
relative humidity for ASTEX, referred to as ‘dry ASTEX’.
Here we also add this ‘dry ASTEX’ case with a free atmo-
sphere relative humidity of ∼25%. Simulations are run for
8 hours. In order to better resolve the inversion, we use a
vertical spacing (Dz) of ∼5 m in the lowest 2 km and a time
step (Dt) of 0.5 min in the base configuration (Table 1). The
vertical resolution is comparable to those used in LESs
[Stevens et al., 2005]. The sensitivity to resolution is dis-
cussed below.
[11] As emphasized by Ackerman et al. [2004, 2009],

cloud water sedimentation plays an essential role in cloud
top entrainment (drying) and impacts the responses of LWP
to aerosols. In the MG microphysics, terminal velocities for
cloud droplet mass and number are obtained by integrating
over particle size distributions [Morrison and Gettelman,
2008, equations 17 and 18]. Note that the dependence of
terminal velocities on droplet number concentration differs
in two‐moment microphysics (like MG) and one‐moment

microphysics. We will examine the consequences of this
difference in Section 3.

3. Results

[12] To explore the relationship between aerosols and
clouds, we perform a number of SCM experiments in which
both aerosol mass and number concentrations are progres-
sively increased through fixed aerosol size distributions,
which causes cloud droplet number concentration (Nd) to
increase. Figure 1 shows LWP, surface precipitation rate,
and cloud top entrainment rate (we) as a function of Nd for
ASTEX, dry ASTEX, RF01, and RF02, as well as the
comparisons with LESs from Ackerman et al. [2004]. Note
that the LES comparison for RF02 is unavailable. To
facilitate the comparison with Ackerman et al. [2004], LWP
and precipitation rate are averaged over 6–8 hours and we is
averaged over 0–8 hours. we is the sum of large‐scale
subsidence and rate of increase of inversion height [Stevens
et al., 2003].
[13] SCM results (Figures 1a and 1b) show that when

precipitation is large (>0.1 mm day−1), LWP increases with
Nd (or aerosols), consistent with the second aerosol indirect
effect hypothesis [Albrecht, 1989]. When precipitation is
small, the responses of the LWP to increasing aerosol
concentrations are positive for ASTEX but negative for dry
ASTEX, RF01, and RF02. LWP increases with Nd over a
full range from ∼30 to 350 cm−3 for ASTEX. But for dry

Table 1. Single‐Column Model Configurations

Resolution Sedimentation LWP Response
of Both Signs
(Yes/No)

Dz
(m)

Dt
(min.) On/Off Dependence

Base 5 0.5 on mass, number Y
Sensitivity
resolution 10 1 on mass, number Y

20 1 on mass, number Y
40 3 on mass, number Y

sedimentation 5 0.5 off N
5 0.5 on mass N

Figure 1. (a) Liquid water path (LWP), (b) surface precip-
itation rate, and (c) cloud top entrainment rate (we) as a
function of cloud droplet number concentrations (Nd) from
the MVD PDFs simulations. Shaded areas indicate ranges
for different vertical resolutions (5 to 40 m) and time steps
(0.5 to 3 min). ‘*’ and vertical bars in Figure 1c indicate
measurement estimates and ranges of we for ASTEX (Blue),
RF01 (Red), and RF02 (Dark Red). (d, e, f) Comparisons of
the MVD PDFs (solid curves) with LESs conducted by
Ackerman et al. [2004] (dashed curves).

GUO ET AL.: FULL LWP RESPONSES IN MVD PDFs L17808L17808

2 of 5

Guo	  et	  al.,	  GRL	  (2011)	  

CLUBB	   LES	  



Diversity in Global Estimates of 
Cloud-Aerosol Interactions 

ΔC = C d lnC
d lnτ

d lnτ
d lnNd

d lnNd

d lnCCN
d lnCCN
d lnE

Δ lnE

ΔC: aerosol-cloud interactions     C: clean-sky shortwave cloud forcing 
τ : cloud optical depth                 Nd: cloud droplet number 
CCN: cloud condensation nuclei concentration   E: emissions 

 

d lnτ
d lnNd

= ∂lnτ
∂lnL

∂lnL
∂lnNd

+ ∂lnτ
∂ln re

∂ln re
∂lnNd


∂lnL
∂lnNd

− ∂ln re
∂lnNd

τ ∝ L
re

L:	  liquid water path	  	  	  	  	  	  	  	  	  re:	  droplet effective radius  
	  

Cloud	  albedo	  effect	  Cloud	  life=me	  effect	  



Factorization of AeroCom Models Reveals 
Largest Contributors to Uncertainty 

Global

Land

Ocean

CAM5.3_PNNL
CAM5.3

SPRINTARSKK
SPRINTARS
ETHZ-ECHAM6

ΔC = C d lnC
d lnτ

d lnτ
d lnNd

d lnNd

d lnCCN
Δ lnCCN

dR: aerosol-cloud interactions 
R: clean-sky shortwave cloud forcing 
tau:  cloud optical depth 
Nd: cloud droplet number 
CCN: CCN concentration 



Separating Contributions to Cloud Optical 
Depth Sensitivity to Droplet Number 

Global

Land

Ocean

CAM5.3_PNNL
CAM5.3

SPRINTARSKK
SPRINTARS
ETHZ-ECHAM6

 

d lnτ
d lnNd

 − ∂ln re
∂lnNd

+ ∂lnL
∂lnNd

tau:  cloud optical depth 
Nd: cloud droplet number 
CCN: CCN concentration 
LWP: liquid water path 



Effects on Deep Convection 
 

smoke from ship smokestacks in otherwise
pristine clouds over the ocean (17). This created
the expectation that polluted areas would suffer
from reduced rainfall. On the other hand, it was
expected that accelerating the conversion of
cloud water to precipitation (i.e., increasing the
autoconversion rate) by cloud seeding would
enhance rainfall amounts. It turns out, however,
that polluted areas are not generally drier, and
rain enhancement by cloud seeding remains
inconclusive (18, 19).

With the advent of satellite measurements,
it became possible to observe the larger pic-
ture of aerosol effects on clouds and precip-
itation. (We exclude the impacts of ice nuclei
aerosols, which are much less understood than
the effects of CCN aerosols.) Urban and in-
dustrial air pollution plumes were observed to
completely suppress precipitation from 2.5-km-

deep clouds over Australia (20). Heavy smoke
from forest fires was observed to suppress rain-
fall from 5-km-deep tropical clouds (21, 22).
The clouds appeared to regain their precipitation
capability when ingesting giant (>1 mm diame-
ter) CCN salt particles from sea spray (23) and
salt playas (24). These observations were the
impetus for the World Meteorological Organi-
zation and the International Union of Geodesy
and Geophysics to mandate an assessment of
aerosol impact on precipitation (19). This report
concluded that “it is difficult to establish clear
causal relationships between aerosols and precip-
itation and to determine the sign of the precipi-
tation change in a climatological sense. Based on
many observations and model simulations the ef-
fects of aerosols on clouds are more clearly un-
derstood (particularly in ice-free clouds); the
effects on precipitation are less clear.”

A recent National Research Council report that
reviewed “radiative forcing of climate change”
(25) concluded that the concept of radiative
forcing “needs to be extended to account for (1)
the vertical structure of radiative forcing, (2) re-
gional variability in radiative forcing, and (3)
nonradiative forcing.” It recommended “to move
beyond simple climate models based entirely
on global mean top of the atmosphere radiative
forcing and incorporate new global and regional
radiative and nonradiative forcing metrics as they
become available.” We propose such a new met-
ric below.

How Can Slowing the Conversion
of Cloud Droplets to Raindrops
Enhance Rainfall?
A growing body of observations shows that sub-
micrometer CCN aerosols decrease precipitation
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Fig. 2. Evolution of deep convective clouds developing in the pristine
(top) and polluted (bottom) atmosphere. Cloud droplets coalesce into
raindrops that rain out from the pristine clouds. The smaller drops in the
polluted air do not precipitate before reaching the supercooled levels,
where they freeze onto ice precipitation that falls and melts at lower
levels. The additional release of latent heat of freezing aloft and reab-

sorbed heat at lower levels by the melting ice implies greater upward
heat transport for the same amount of surface precipitation in the more
polluted atmosphere. This means consumption of more instability for the
same amount of rainfall. The inevitable result is invigoration of the con-
vective clouds and additional rainfall, despite the slower conversion of
cloud droplets to raindrops (43).
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shear are seen in both cases with low and high CAPE
values, respectively, the buoyant energy would not be an
important factor responsible for our result. In addition, the
initial heat perturbation should also be excluded as a factor
since the same initial perturbation was used for the sensi-
tivity tests of wind shear and CCN on each case.
[15] To explain these results, we first examined the sum

of the droplet evaporation and ice sublimation rate under
SWS and WWS as shown in Figure 3. The average rate is
always higher under SWS for each CCNC and the differ-
ence between SWS and WWS increases with CCNC. For
example, in case 6 (dry), the differences in evaporation and
sublimation rates between SWS and WWS are 4, 9, 13, and
118 L!1 s!1, corresponding to CCNC increasing from 110
to 1100 cm!3. Strong wind shear within the cloud layer
ventilated cloud particles [Khain, 2009] and low-level wind
shear dispersed cloud developing core and enhanced en-
trainment [Fedorovich and Conzemius, 2008], both of
which result in higher evaporation and sublimation rates
and then larger evaporative cooling, contributing to severely
reduced convection strength under SWS. Khain et al.
[2005] also indicated that shear enhanced evaporative cool-
ing led to a decrease in precipitation for isolated storms
developing in polluted air.
[16] We further inspect the net latent heat release profile,

the energy source for convection. The net latent heat release
is the sum of condensational heating and evaporative cool-
ing. Figure 4 presents the net latent heat profiles for case 6
and case 8 under original RH and wind shear conditions,
i.e., dry and WWS for case 6 and humid and SWS for case 8.
Generally, the net latent heat release is larger under WWS
relative to SWS for each CCNC in both a humid and dry
atmosphere, especially for the layer at 2–4 km, where
clouds originate. By examining the net latent heat release
trend, we find that it decreases significantly as CCNC
increases under SWS. However, it increases under WWS
until an optimum CCNC is reached. The net latent heat
release averaged over the vertical profile presented in
Table 3 also shows the similar trend. For example, for case
8 under a relatively dry condition, the averaged net latent
heat release under SWS are 0.15, 0.13, 0.07, and 0.02 K h!1,
corresponding to CCNC increasing from 110 to 1100 cm!3.
Under WWS, the corresponding values are 0.78, 0.81, 2.61,
and 0.36 K h!1, where a significant decrease does not occur
until CCNC reaches 1100 cm!3. As CCNC increases, both
condensational heating and evaporative cooling can increase.
Under WWS, the increase rate of condensational heating can
be higher than that of evaporative cooling with increasing
CCN, leading to an increase in net latent heat release and then
the enhancement of convection by aerosols. The optimal
CCNC is obtained when the increase of condensational
heating is balanced by the increase of evaporative cooling.

However, under SWS, increasing CCNC always leads to a
larger increase in evaporation and sublimation than in con-
densation and deposition, which results in the decreased net
latent heat release and then the suppression of convection by
aerosols. Comparing the net latent heat release under the dry
conditions with that under the relative humid conditions
shown in Figure 4, we also find that under SWS, reduction
in the net latent heat release by aerosols is larger when the
atmosphere is more humid, explaining why the suppressing
effect of aerosols is the most prominent under the SWS and
humid conditions.
[17] In addition, we examined the simulated surface pre-

cipitation rates from DCCs (Figure 5), another important
quantity determined largely by convective strength. The
changes of averaged surface precipitation rates with increas-
ing CCNCunder SWS andWWS are similar to the patterns of
updraft velocity shown in Figure 2. This further indicates the
robustness of our finding about the dominant role that wind
shear plays in the suppression or invigoration of convection
by aerosols. Since surface precipitation rate affects runoffs
and groundwater resources, our finding has significant

Table 3. Averaged Net Latent Heat Release Over the Profiles Obtained as Those in Figure 4a

CCNC
(cm!3)

Case 6 Dry Case 6 Humid Case 8 Dry Case 8 Humid

Weak Wind Strong Wind Weak Wind Strong Wind Weak Wind Strong Wind Weak Wind Strong Wind

110 0.52 0.25 4.20 2.72 0.78 0.15 0.43 0.71
220 0.52 0.22 4.35 2.52 0.81 0.13 0.54 0.22
440 0.55 0.11 4.63 2.02 2.61 0.07 0.62 0.097
1100 0.50 0.10 4.15 0.17 0.36 0.014 0.24 0.074
aThe unit for net latent heat release is K h!1.

Figure 5. Averaged surface precipitation rates versus
CCN concentrations over the grids with surface rain rate
larger than 0 mm h!1 during the period from the beginning
of the simulation to 30 min after the maximum convective
strength for case 6 and case 8 under both dry and humid
conditions.
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!

Fig. 4. Dependence of (a) column-integrated water vapour (precip-
itable water), and (b) surface precipitation on CCN number con-
centration at 1% supersaturation in simulations with fixed (red) and
interactive (blue) SST.

does not change as fast as the water vapour mixing ratio (see,
for example, Held and Soden, 2006). Despite constant pre-
cipitable water in the fSST cases, the precipitation rate tends
to increase with increasing CCN count, with estimated rel-
ative susceptibility of 0.06mmday�1 or about 2% relative
to the control case. Such a relatively minor change in pre-
cipitation rate is consistent with other studies (e.g., Rotstayn
and Penner, 2001; van den Heever et al., 2011; Grabowski
and Morrison, 2011; Morrison and Grabowski, 2011). The
increase is the response to the modest increase of radiative
cooling as indicated by the increase of OLR (see Fig. 3d). It
has recently been argued (e.g., Rosenfeld et al., 2008) that in
mixed clouds, the suppression of warm precipitation as the
result of increasing CCN count would cause an additional
freezing of liquid water, which would, in turn, lead to in-
crease of cold-phase precipitation, so-called “rain invigora-
tion” effect. Although the physics of the proposed invigora-
tion effect is plausible on short time scales, in our RCE sim-
ulations, the radiative constrains on hydrological cycle over
longer time scales clearly keep the relative increase of pre-
cipitation over constant SST relatively small.
The changes in cloud fraction (Table 2) have been esti-

mated using the ISCCP (International Satellite Cloud Clima-
tology Project; Rossow and Schiffer, 1999) Simulator (Klein
and Jacob, 1999). The Simulator samples the clouds to mimic
cloud fraction retrieval from a satellite, which is most rele-
vant to the estimates of the TOA radiative fluxes. For exam-
ple, low-level clouds underneath a thick anvil cloud would
not be seen by a satellite in both shortwave and longwave
parts of the spectrum and, thus, would not contribute to the
estimate of the low-level cloud fraction. Sampled clouds are
subdivided into three categories according to cloud-top pres-
sure: low, middle and high. In our RCE simulations, most
of the 57% of the total cloud fraction as seen by the IS-
CCP Simulator is due to high-level clouds. From Table 2,
it follows that as CCN count increases, the fractions of high-
level (HCLD) and low-level (LCLD) clouds tend to decrease,
while the fraction of mid-level (MCLD) clouds tends to in-

crease. However, the absolute changes in cloud fraction are
rather small, which is consistent with previous CRM stud-
ies of the indirect aerosol effects (e.g., Grabowski, 2006; van
den Heever et al., 2011).
In contrast to cloud fraction, the changes in column inte-

grals, or paths, of all five prognostic water-content variables
(cloud liquid water, cloud ice, rainwater, snow and graupel)
in response to increasing CCN concentration are robust and
qualitatively similar between the iSST and fSST cases, as
shown by Fig. 5. Higher CCN counts and, hence, smaller
cloud droplets result in suppression of warm rain produc-
tion and, consequently, in increase of the liquid water path
(Fig. 5a), which is consistent with the observational study by
Lebsock et al. (2008) for the case of precipitating clouds.
Corresponding relative susceptibility in the fSST case is
about twice as high as in the iSST case (4.6 vs. 2.3 gm�3, or
14% vs. 7% with respect to the control). Higher cloud liq-
uid water content means more water is transported above the
freezing level, and as a result more water is available for the
cold-phase precipitation processes. This explains the mono-
tonic increase of snow (Fig. 5d) and graupel (Fig. 5e) water
paths and the corresponding decrease of the column cloud ice
(Fig. 5b) as the result of accretion by the frozen precipitation.
The optical depth of clouds is generally proportional to

the cloud water path and inversely proportional to the effec-
tive radius (e.g., Stephens, 1978). The model diagnostics al-
lows one to estimate the effective radius using the Moderate
Resolution Imaging Spectroradiometer (MODIS) simulator
package (Pincus et al., 2012). The simulated liquid effective
radius as a function of the CCN count is shown in Fig. 5c.
As expected, the liquid effective radius is the largest (about
13 µm) for the pristine and the smallest (about 7 µm) for the
polluted conditions for both of the iSST and fSST cases. The
change in the cloud optical path as the result of change in
the effective radius can be viewed as the first indirect ef-
fect, while the change in the cloud water path as the sec-
ond indirect effect. For cloud ice, the effective radius is large
and is not sensitive to the change in CCN. Also, the cloud
ice path difference between the pristine and polluted condi-
tions is relatively small, about 10%. Thus, most of the ef-
fect on the shortwave optical path is due to the liquid clouds.
The relative change in the liquid effective radius between the
pristine and polluted conditions is almost a 100%, while the
corresponding change of the cloud water path is only about
15–20%. Thus, in our simulations, the effect of CCN on the
cloud optical path is dominated by the first (Twomey) indi-
rect effect, which is consistent with Grabowski (2006).
The vertical profiles of the relative change of horizon-

tally averaged cloud and precipitating water-content vari-
ables with respect to the control runs are shown in Fig. 6.
In fSST cases, the changes in CCN count do not have a no-
table effect on clouds below 2 km, simply because of rela-
tively small liquid cloud content and, consequently, insignif-
icant warm rain production. In the iSST cases, though, there
is a considerable decrease of cloud water below 2 km, which
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Precipita=on	  rate	  is	  
constrained	  by	  
boundary	  
condi=ons.	  



Cloud Anvil Expands with 
Increasing Aerosol 
 	  

Smaller	  cloud	  
par=cles	  fall	  slower	  ice fall velocities) in cloud hydrometeors detrained by the en-

hanced MF, TE can be represented by

TE ¼ IE × ME where TE ¼
fp
fc
; IE ¼

MFp

MFc
[2]

Here ME is calculated based on Eq. 2 from IE and TE that are
estimated from the simulations. fp and fc are the cloud fractions
of DCCs in the polluted and clean conditions, respectively, and
are calculated as the number of vertical columns occupied by
DCCs including convective core and stratiform/anvil divided
by the total number of columns in the simulation domain.
MFp and MFc are the MF at COH in the polluted and clean
environments, respectively.
On average, COH does not change from clean to polluted

environments in TWP, SEC, and SGP before day 21 (Fig. 10A).
This suggests that the invigoration effect on CTH induced by
increasing CCN is negligible, which is likely because of buffering
by the surface cooling induced by ME, and thus, ME is re-
sponsible for the increase of CTH in the stratiform/anvil. In SGP
after day 21, IE contributes to a ∼0.6-km increase in CTH (Fig.
10A), and the average increase of CTH of DCCs is ∼1.7 km.
Thus, ME is still dominant. In terms of effects on cloud fraction
(Fig. 10B), the overall increase [calculated by (TE− 1Þ× 100Þ]
is 20% in TWP and SEC and 5% and 32% in SGP before and
after day 21, respectively. The IE values in TWP, SEC, and SGP
before day 21 are close to 1 (close to 0 in Fig. 10B because they
are plotted as IE-1), indicating small changes of MF from the
clean to polluted environments and thus a small IE on cloud
cover by increasing CCN. We can calculate the contribution of
IE to the expansion of cloud fraction by

IE% ¼ IE− 1
TE− 1

× 100 [3]

then it is 26% in TWP and 27% in SEC. In SGP, the contribution
is −35% before day 21 and −38% after day 21. Therefore, the
maximum contribution of IE is only up to one-fourth in these

cases. The zero or negative IE is likely because the atmosphere
becomes more stable in the polluted condition due to the strong
surface cooling resulted from ME. Therefore, ME is the domi-
nant factor responsible for ∼3/4 of the 20% increase of cloud
fractions in TWP and SEC and for the full increase in SGP. In
fact, in SGP, ME compensates for the strong negative IE on
cloud fraction (−35% before day 21 and −38% after day 21)
from the clean to polluted conditions to obtain the overall in-
crease. ME is especially large (1.5) after day 21 (Fig. 10B),
considering the overall increase is still >30%. This approach,
albeit being simple as it cannot separate the primary effect
from its feedbacks, does show the dominant role of microphys-
ical effects.
The shallow clouds in the polluted environment shown in Fig.

4C are prominently reduced by over 30%. The reduction is con-
sistent in all three regions, whether convection is invigorated or not.
It correlates well with the increased stratiform/anvil cloud fraction
and thickness, possibly because the expanded and longer-living
anvils shade more surface areas and inhibit their warming and
development of shallow clouds. Stronger reduction in TWP and
SEC also suggests that aerosol invigoration more deeply con-
sumes the instability and cools the surface more strongly, thereby
suppresses the low clouds. Past studies indicated that greater
entrainment rates lead to a decrease of these clouds (32, 33).
Because the grid resolution of this study is not very appropriate
to examine entrainment and shallow clouds, the exact reasons
warrant in-depth research in the future.

Fig. 7. Vertical profiles of the differences of (A) updraft mass fluxes, (B)
number of updraft grid points, and (C) updraft velocity (w) between the
polluted and clean conditions for TWP (black), SEC (blue), and SGP (red) from
1 to 9 km. (E–G) The same as A–C but for the 9- to 15-km altitude. Values in
A–C are calculated on the cloudy points with w > 1 m·s−1 and on the cloudy
points with w > 0 m·s−1 in E–G. (D and H) The corresponding horizontal mass
fluxes (i.e., convergence × air density). The quantities shown for the lower
and middle troposphere (A–D) indicate the convection intensity of DCCs. Use
of w > 1 m·s−1 is to exclude the noise from natural variability and shallow
clouds to better represent convection intensity. However, use of w > 1 m·s−1

at upper troposphere will exclude great amount of stratiform/anvil clouds;
thus, w > 0 m·s−1 is used.

Fig. 8. Cloud microphysical properties for the clean (black) and polluted
conditions (red). (A) Effective radius of liquid drops in the convective core
area, (B) effective radius of ice and snow particles, (C) fall velocity of ice and
snow particles, and (D) terminal velocity of ice and snow particles in the
updraft area. (E and F) The same as C and D but for the downdraft area. B–E
are for the stratiform/anvil clouds. Fall velocity is the sum of air motions
(upward positive) and the terminal velocity (i.e., free fall) of the hydro-
meteors (downward positive).
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The Relative Roles of Dynamical and Microphysical Effects. We have
indicated that the changes in cloud fraction, CTH, and cloud
thickness from clean to polluted environments are small in the
convective core area and that the direction of change is not even
consistent. On the other hand, in the stratiform/anvil regimes,
increases in cloud fraction, CTH, and cloud thickness are over-
whelming and consistent in all three regions, even though envi-
ronmental conditions are very different, spanning weak to strong
wind shear and dry to humid conditions. These suggest that the
dynamical effect related to enhanced updraft in the convective
core (i.e., invigoration effect) may not be the leading cause of the
overall increase in cloud fraction, CTH, and cloud thickness in
polluted environments. To investigate this specifically, we ex-
amine quantities of in-cloud updraft mass fluxes (5, 7), updraft
velocity (w), and updraft area in the lower and middle tropo-
sphere where strong convection occurs in DCCs (Fig. 7 A–C).
We find that in TWP and SEC where vertical wind shears are
weak and air is humid, the in-cloud updraft mass fluxes, w, and
updraft area consistently increase by roughly 10–15%, 4–6%, and
5–10%, respectively, from clean to polluted environment simu-
lations. In contrast, the in-cloud updraft mass fluxes and updraft
area at 1–8 km are generally reduced by aerosols in SGP by
about 3% and 5%, respectively, suggesting suppression of con-
vection intensity by aerosols. In fact, the decreases of updraft
mass flux and updraft area are more evident before day 21 when
vertical wind shears are stronger. The invigoration of convection
in TWP and SEC and the suppression in SGP are corroborated
by the changes in convergence as shown in Fig. 7 D and H. The
invigoration of DCCs in TWP and SEC and suppression in SGP
by aerosols are consistent with our previous findings on the key
role of vertical wind shear in aerosol invigoration effects (6, 7)
and other modeling (8) and observational studies (19). Note that
invigoration or suppression of the convection intensity by CCN is
justified with the combination of in-cloud updraft mass flux,
convergence, and updraft area, not with updraft velocity. The
updraft velocity in all three cases is enhanced in the lower at-
mosphere from the clean to polluted environment (Fig. 7C),
which is mainly due to enhanced condensational growth.
At the upper levels where stratiform/anvils reside (Fig. 7 E–

G), the updraft mass fluxes in all three cases are increased due

mainly to the large increases in updraft cloudy area since w is
reduced in all three cases (∼15% for TWP, 20% for SEC, and up
to 45% in SGP). The increase of mass flux is especially large
(∼60% at 13 km) at SGP due to ∼70% increase of updraft cloudy
area (mainly from the period after day 21). The possible reasons
for the reduced w in the upper-level clouds by aerosols are
presented in Discussion.
Clearly, the increases in cloud fraction, CTH, and cloud

thickness by aerosols are not determined by the dynamical effect
or invigorated convection. In other words, regardless of humidity
or dryness, weak or strong vertical wind shear, or whether con-
vection is invigorated or not, cloud fraction, CTH, and cloud
thickness increase from clean to polluted environments. An ac-
companying common characteristic is that the in-cloud updraft
mass fluxes in the upper levels are increased by aerosols in all
three cases due mainly to the expanded stratiform/anvil area
rather than a stronger convection, especially given that in SGP
the convection intensity is actually suppressed.
Because the dynamical factor of enhanced convection cannot

explain the consistent increases in cloud fraction, CTH, and
cloud thickness, we now turn to microphysical effects caused by
aerosols. We note that in the polluted environment, ice crystal
number concentrations in the convective core increase by a fac-
tor of 3–5 in the upper troposphere (>10 km) (Fig. S4) because
of homogeneous freezing of the larger number of smaller
droplets (Fig. 8A) lifted to higher altitudes by convection.
Although ice mass concentrations also increase by up to a
factor of 2 (Fig. S5), likely due to enhanced transformation
of liquid to ice through the Wegener–Bergeron–Findeisen
process (28, 29) when many more ice crystals are present, the
size of the ice crystals still is reduced by up to 50% in the
polluted environment.
Because stratiform/anvil clouds in the simulations can form

only from the detrained hydrometeors from the convective cores
(in situ cirrus clouds are not considered because our focus is
DCC), the much increased cloud mass (more than 40%) from
the clean to polluted conditions (Fig. S6A) and the larger
stratiform/anvil cloud mass ratio (Fig. S6B) indicate that con-
vective outflows deposit a greater amount of cloud mass to the

Fig. 3. Comparison of diurnal cycle of cloud occurrence frequency with
observations averaged over the 1-mo simulation period for TWP and SGP. (A)
Observations, (B) results of the clean simulation (Clean), and (C) results of the
polluted simulation (Pollu). Both Coordinated Universal Time (UTC) and Local
Standard Time (LST) are shown on the x axis. The clean condition simulations
which approximate actual conditions at TWP and SGP agree much better with
the observed diurnal variations of cloud occurrence frequency.

Fig. 4. Vertical profiles of cloud fractions in (A) the convective core area, (B)
the stratiform/anvil regimes, and (C) the warm shallow clouds for TWP, SEC,
and SGP under clean (black) and polluted (red dashed) conditions.
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Fig. 3. Relationships between deep convective cloud characteristics and aerosol loading. Top row refers to the Atlantic study region (0� N to
14� N; 18�W to 45�W). Bottom row refers to the Pacific study region (0� N to 14� N; 180�W to 150�W). Left column – (a) and (d), tower
to anvil area ratio as a function of aerosol optical depth (AOD). Center column – (b) and (e), cloud fraction as a function of AOD. The blue
curve shows the total cloud fraction. The red shows only the anvil cloud fraction. Note the similarity in slopes. The change of total cloud
fraction with aerosol is driven by the expansion of the anvils, and the decrease in the relative contribution of the towers. Right column, (c)
and (f), anvil height and anvil optical depth for the four levels of aerosol loading marked in left figures. The low level AOD is associated
with the lower right dot. The black arrow marks the AOD increase direction. Increase in aerosol loading is associated with increase of anvil
height and with a decrease in anvil optical depth or a thinning of the anvil as it spreads out.

stretches the anvils to cover a larger area, the ice path is di-
luted in the process, resulting in a smaller TAR (Fig. 3a and
d) and a decrease in anvil optical depth (Fig. 3c and f).

2.2 Top of the atmosphere forcing estimations –
introducing the � -Z cloud forcing space

How does such a chain of events affect the climate radiative
forcing? Clouds cool the atmosphere by reflecting back to
space part of the incoming shortwave solar radiation. They
warm the atmosphere by absorbing longwave radiation emit-
ted from the surface and lower atmosphere, and therefore,
reduce the thermal energy loss to space. These two different
radiative processes depend on different cloud properties. The
longwave cloud radiative effect depends on cloud tempera-
ture and emissivity. Cloud temperature is linked to the height
and physical thickness of the cloud, and the local profile of
air temperature. Cloud emissivity is linked to cloud liquid
water content, but saturates quickly so that cloud emissivity
is mostly constant for a wide range of cloud optical depths.
The important point is that higher clouds with colder cloud
top temperatures will emit less longwave radiation to space,

thereby warming the atmosphere. In the solar range cloud
height plays a minor role and the liquid water/ice content,
cloud optical depth, droplet size distribution and thermody-
namic phase are the critical cloud parameters that determine
cloud reflectance of solar radiation. Liquid water content is
not measured directly from passive remote sensing but can
be estimated as the product of the cloud optical thickness �

and cloud effective radius re, (which is the ratio of the 3rd
and 2nd moments of the droplet size distribution). Both �

and re are retrieved simultaneously from spectral reflectance
measurements using one visible channel and one channel in
the mid-infrared (Nakajima and King, 1990; Platnick et al.,
2003). Optically thicker clouds with smaller droplets/ice par-
ticles will reflect more shortwave radiation back to space.
The net radiation effect is a superposition of the longwave
and shortwave processes.
The different sensitivity of the solar and thermal radia-

tive regimes to cloud properties implies different response
in terms of radiative forcing. To demonstrate the sensitivity
of the top-of-the-atmosphere (TOA) forcing to the deep con-
vective cloud properties we introduce the � -Z cloud forcing
space in which each point on this space represents the TOA

Atmos. Chem. Phys., 10, 5001–5010, 2010 www.atmos-chem-phys.net/10/5001/2010/



Long Term Radiative Impact 
Driven by Anvil Expansion 

Radiative Forcing and Precipitation. Radiative impact is inevitably
large because of the marked increases of cloud fractions, CTH,
and cloud thickness, in addition to the increase in cloud albedo
from clean to polluted environments. Good agreements in the
simulated cloud vertical structure and timing of precipitation
events with observations (Figs. 2 and 3 and Fig. S2) spanning
multiple convective systems in each region give us confidence in
the predicted radiative forcing. First, we notice a strong net
surface cooling (5–8 W·m−2) from aerosol indirect effects and
also a net cooling at TOA (2–4 W·m−2) consistent among the
three regions (Fig. 10C). The cooling occurs mainly in the day-
time (Fig. 10D). Larger cloud fractions, deeper clouds, and in-
creased cloud albedo due to the smaller hydrometeor size all
contribute to much stronger cooling during the daytime in the
polluted environment. With larger and deeper clouds, we see
a net warming effect on the atmosphere (3–5 W·m−2) because of
longwave heating. At TOA and the surface, the daytime cooling
effect of ∼10––18 W·m−2 overwhelms the warming effect, lead-
ing to the net cooling effect (Fig. 10D). At nighttime, the heating
due to aerosol effects is about 5–7 W·m−2 at TOA and in the
atmosphere. Note that the cooling of 5–8 W·m−2 at the surface
and atmospheric warming of 3–5 W·m−2 are more significant
than previous results derived at the storm scale (7). In addition,
in this simulation, the TOA is cooling by 2–4 W·m−2 instead of
warming as reported in Fan et al. (7). These differences are
explained by a single storm system in Fan et al., in which most of
the cloud lifetime occurred at night so LW heating dominated.
Hence, our current study provides more robust statistical esti-
mates of aerosol indirect effects based on larger samples of
summer convective storms over three representative regions
from long-term simulations.
The cooling during daytime and warming at night due to

aerosol indirect effects reducing the diurnal temperature range
by up to 1 K, which may significantly impact sea breeze-like
circulations. The increasing of the daily minimum temperature
by up to 0.6 K due to aerosol indirect forcing might be a con-
tributor to the observed warming trend of the nighttime tem-
perature during the past a few decades (34). The net cooling at

TOA and the surface due to aerosol–DCC interaction may
partially offset the warm temperature bias near the tropopause
and at the surface over low-latitude and midlatitude land simu-
lated by global models (35) that cannot realistically account for
aerosol–DCC interactions. The net surface cooling by aerosol
indirect effects would stabilize the atmosphere, leading to the
small invigoration effect or even the suppression of convection in
the long time basis over a large region. Similar results were
shown in long time simulations of Morrison and Grabowski (15).
The radiative forcing values shown in Fig. 10 C and D have

relatively small standard errors (SEs), indicating the significance
of those values. The uncertainties from parameterizations of
turbulence, microphysics, lateral boundary conditions, and other
parameters could introduce the uncertainties to those radiative
forcing values. However, we have tried to reduce those uncertain-
ties as much as possible by using high-resolution long time simu-
lations over three regions and the most explicit cloud microphysics.
The changes of average surface rain rate and total pre-

cipitation amount due to aerosol indirect effects are generally
small and within a few percentage points (Fig. S7), similar to the
results of other modeling studies (4, 5). Consistently among the
three cases, stratiform rain amount is increased in the polluted
environment (Fig. S6D), likely due to the larger amount of
hydrometeors lifted to the upper level and detrained. However,
the most significant change in precipitation by aerosols is the
redistribution of rain rate. The occurrence frequency of light rain
is reduced, but heavy rain in TWP and SEC becomes more
frequent in polluted environments (Fig. S8A), whereas the
changes at SGP differ before and after day 21. These findings are
generally consistent with observational studies (19–23, 36) and
further point to the aerosol effects on water cycle extremes like
droughts and floods (19). The risk of droughts could increase
with pollution in inland regions like the SGP where strong wind
shears are frequent in convective clouds dominated by the
frontal systems. At the same time, over the monsoon regions like

Fig. 9. Schematic illustration of the differences in CTH, cloud fractions, and
cloud thickness for the storms in clean and polluted environments. Red dots
denote cloud droplets, light blue dots represent raindrops, and blue shapes
are ice particles. In the polluted environment, convective cores detrain larger
amounts of cloud hydrometeors of much smaller size, leading to larger ex-
pansion and much slower dissipation of stratiform/anvil clouds resulting
from smaller fall velocities of ice particles because of much reduced sizes.
Therefore, the larger cloud cover, higher CTHs, and thicker clouds are seen in
the polluted storm after the mature stage.

Fig. 10. Quantification results. (A) COH and (B) total effect (TE), invigora-
tion effect (IE), and microphysical effect (ME). (C and D) Radiative forcing at
top of atmosphere, atmosphere, and surface for TWP (black), China (red),
and SGP (brown). The values shown in B are TE-1, IE-1, and ME-1. They are
ratios with no unit. (C) Values averaged over the 1-mo simulation period and
(D) values averaged over day and night. SE is shown.
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the dynamics and microphysics of clouds. As an extension to
the Colorado State University MMF, an aerosol version has
been developed at the Pacific Northwest National Laboratory
(PNNL-MMF), using an explicit-cloud parameterized-pollutant
approach to link the cloud processing of aerosols on the large-
scale grid with the cloud/precipitation statistics in the System for
Atmospheric Modeling and replacing the one-moment cloud
microphysics scheme in the System for Atmospheric Modeling
with a two-moment scheme to permit simulation of the inter-
actions between aerosols and hydrometeors (27, 28).
In this article, we investigate the transport process of anthro-

pogenic aerosols over the north Pacific and the resulting effects
on the Pacific storm track, using the results of explicitly simu-
lated chemical, aerosol, and cloud processes for both convective
and stratiform clouds on a global scale from the PNNL-MMF.
Two aerosol scenarios, corresponding to 2000 and 1850, were
chosen to represent present-day (PD) and preindustrial (PI) emis-
sions, respectively, based on emissions from the Intergovernmental
Panel on Climate Change Fifth Assessment Report (19, 20).

Results and Discussion
Anthropogenic emissions from Asia produce significant increa-
ses in aerosol optical depth (AOD) over the northwest Pacific
(Fig. 1A), with the largest increases near sources on the Asian
continent. The zonal extension of enhanced AOD reflects the
transport of PM pollution from East Asia to the Pacific (Fig. S1).
AOD is increased by 0.03 in the PD case, averaged over the
northwest Pacific, which is a 46% relative increase. Most of the
increase in the aerosol mass concentration over the northwest
Pacific (Fig. 1B) is a result of anthropogenic sulfate, which
increases sulfate concentration more than threefold. In addition,
the concentrations of primary organic carbon and black carbon
(BC) also increase by 3–5 times in PD compared with PI. The
ratio of sulfate to the total aerosol mass concentrations increases
from 30% to 53%. In contrast, the aerosol concentrations from

natural sources, such as dust and sea salt, are relatively un-
changed in the two aerosol scenarios. Clearly, the enhanced
AOD over the northwest Pacific in the PD scenario confirms
efficient transport of anthropogenic aerosols from the Asian
continent and is consistent with previous satellite and in situ
aerosol measurements in this region (21–23).
The coupling between convective clouds and Asian pollution

outflows produces significant effects on cloud properties, atmo-
spheric radiative forcing, and poleward heat transport (Fig. 2).
The increased sulfate aerosol concentration in PD increases the
cloud droplet number concentration substantially over the north-
west Pacific (Fig. 2A), with the largest increase near the pollution
sources and an average relative increase of 108%. The total liquid
water path (LWP) is enhanced by 5.6 g m−2 (9.8%) compared with
the PI case (Fig. 2B), indicating the delay of warm precipitation in
the presence of the larger number of small cloud droplets with the
PM pollution outflows.
Because the enhancement ratio of the liquid water content

(9.8%) is much less than that of cloud number concentration
(108%) in PD, the cloud effective radius is reduced by 13% in
the PD scenario. The average ice water path (IWP) increases by
0.7 g m−2 (9%) over the northwest Pacific in the PD case (Fig.
2C), suggesting more efficient mixed-phase processes, such as
droplet freezing and riming of ice crystals above the freezing
level. As a consequence, the anvil of convective clouds is
broadened over the storm track. The enhanced IWP is located in
the center of the north Pacific region (around 180° E) down-
stream of the storm track, downwind from the location of en-
hanced LWP, close to the Asian continent. Examination of the
spatial distributions of LWP and IWP in PD and PI (Figs. S2 and
S3) reveals that liquid-phase water dominates in clouds over the
west Pacific, but ice clouds become abundant in the middle of
the ocean. The geospatial difference between the LWP and IWP
enhancement over the northwest Pacific suggests that anthro-
pogenic aerosols have an effect on the various cloud types
throughout the life cycle of cyclones. The major enhancement of
the high cloud fraction (Fig. 2D) is located downstream of the
storm track, coinciding with elevated IWP in the center of the
north Pacific. The 2.6% relative increase in the high cloud
fraction averaged over the northwest Pacific is consistent with
the observed climatologic trend of increasing high clouds on the
basis of the International Satellite Cloud Climatology Project
and high-resolution infrared sounder satellite cloud measure-
ments (23).
The changes in LWP, IWP, and droplet effective radius pro-

duce changes in cloud radiative forcing at the top of atmosphere
(TOA). The shortwave cloud radiative forcing at TOA (Fig. 2E)
over the northwest Pacific becomes stronger by 2.5 W m−2 be-
cause of a reduced cloud particle effective size and enhanced
LWP in the PD case, both producing stronger cooling. The
longwave cloud radiative forcing at TOA is increased by 1.3
W m−2 in the PD case (Fig. 2F), providing stronger atmospheric
warming, especially at nighttime. Because the spatial pattern of
longwave cloud radiative forcing enhancement is consistent with
that of IWP and high cloud frequency, a greater amount of high-
level ice clouds is likely responsible for the reduced outgoing
longwave radiation at TOA in the PD scenario. The warming
effects on longwave radiation from the enlarged anvils of convec-
tive clouds induced by aerosols are consistent with previous studies
from satellite measurements (29) and CRM simulations (30).
Although aerosol direct effects on atmospheric radiation

fluxes are explicitly represented in PNNL-MMF, the influence of
aerosol scattering on the shortwave radiation budget is limited
because of the large cloud fraction over the wintertime Pacific,
and absorption by BC is effective only if the BC is above clouds.
The aerosol effect on the clear-sky shortwave downward flux at
the surface over the northwest Pacific is −2.5 W m−2, which is

Fig. 1. Aerosol properties over the northwest Pacific from PNNL-MMF. (A)
The difference of AOD between PD and PI. (B) The comparison of aerosol
mass concentration and chemical composition in the accumulation mode
between PD and PI.
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Radiative and Hydrologic Response 
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Fig. 2. The differences in cloud, radiative, and EMHF between PD and PI over the northwest Pacific from PNNL-MMF. (A) Cloud number concentration, (B)
LWP, (C) IWP, (D) high cloud fraction, (E) shortwave cloud radiative forcing at TOA, (F) longwave cloud radiative forcing at TOA, (G) precipitation, and (H)
EMHF at 850 hPa smoothed by an 8-d high pass filter. The black dots indicate regions with t test significance of larger than 90%.
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How Much of this Signature is Due to 
the Multi-scale Treatment of Clouds? 
"   CAM5 does not produce enhancement of high cloud by aerosol 
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3. Understanding the Coupled 
Cloud-Aerosol System 
"   Baker and Charlson (1990) multiple equilibria 
"   Role of autoconversion 
"   Prognostic vs diagnostic precipitation 
"   Diversity in global estimates of forcing 
"   Effects on deep convection 
"   Explicit saturation vs saturation adjustment 



Lessons from CRMs with Bulk and 
Bin Microphysics 

"   The saturation adjustment method in most bulk microphysics 
schemes overestimates condensation in clean conditions 

"   This biases the cloud sensitivity to increasing aerosol 

Zach	  Lebo	  et	  al.	  ACP	  (2012)	  	  
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Fig. 10. Change in the latent heating rates (“Polluted” minus
“Clean”) for the bulk-explicit (a), bulk-original (b), and bin (c)
model configurations. Shown are the changes in heating (red), cool-
ing (blue), and net (black) heating rates for an increase in aerosol
loading. Here, positive values correspond to an increase in heating
(or decrease in cooling) from the “Clean” to “Polluted” scenarios.

model predicts a higher latent heating rate relative to the
bulk-explicit model simulations between about 3 and 9 km
above the surface (as seen by the increase in latent heat-
ing relative to the bulk-explicit simulations, or a negative
value for the changes shown). According to Eq. (5), this im-
plies that the buoyancy, and consequently updraft mass flux,
should be higher in the bulk-original model compared to the
other model configurations. Consistent with this picture, MF
is generally higher using the bulk-original model compared
to bulk-explicit, for a given aerosol loading (Fig. 7).
If we focus our attention on the region between about 3

and 9 km in Fig. 9b, e, and h, we see that the bulk-explicit
and bin models predict slight increases in latent heating for
“Polluted” relative to “Clean” (positive buoyancy contribu-
tion, see Eq. 5). This is further demonstrated in Fig. 10
as an average over the time period from 30 to 120min.
On the other hand, the bulk-original model predicts a de-
crease in heating (negative buoyancy contribution). At lower
cloud altitudes, the saturation adjustment scheme produces
the largest differences in the heating response between “Pol-
luted” and “Clean” compared to that simulated by bulk-
explicit (Fig. 10a and b), i.e., the sign of the change in latent
heating between “Polluted” and “Clean” is different between
the two models. The increase in heating aloft in “Polluted”
predicted by the bulk-explicit and bin models is consistent
with the increase in buoyancy and invigorated convection.
However, it is important to note that there is an inherent chal-
lenge in untangling the cause and effect relationship between
updraft strength (i.e., buoyancy) and latent heating. In other
words, an increase in latent heating and hence buoyancy can
increase updraft strength, but an increase in updraft strength
can in turn increase condensation rate and latent heating. De-
spite this uncertainty, the bulk-original and bulk-explicit con-
figurations allow us to unambiguously attribute changes in
the response of heating and convective mass flux to the use
of saturation adjustment versus explicit treatment of super-
saturation.
Next, we examine differences in the latent heating and

cooling rates predicted between the models in more detail
(Fig. 11). A positive (negative) value for heating (red) im-
plies that the bulk-explicit model predicts more (less) con-
densation/deposition/freezing/riming than the bulk-original
model. For cooling (blue), a negative (positive) value im-
plies that the bulk-explicit model predicts more (less) evapo-
ration/sublimation/melting than the bulk-original model con-
figuration. The difference in latent heating and cooling rates
between the bulk model configurations for a given aerosol
concentration is larger than the sensitivity to aerosols for a
given model (compare Fig. 11 with Fig. 10). In order for the
aerosol effect to be identical between the model configura-
tions, differences between the predicted latent heating rates
of each model need to be the same for all aerosol number
concentrations. In other words, in Fig. 11, the dashed and
solid curves should coincide. However, Fig. 11 reveals that
the bulk-original model predicts more heating and cooling

Atmos. Chem. Phys., 12, 9941–9964, 2012 www.atmos-chem-phys.net/12/9941/2012/
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On the other hand, the bulk-original model predicts a de-
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words, an increase in latent heating and hence buoyancy can
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can in turn increase condensation rate and latent heating. De-
spite this uncertainty, the bulk-original and bulk-explicit con-
figurations allow us to unambiguously attribute changes in
the response of heating and convective mass flux to the use
of saturation adjustment versus explicit treatment of super-
saturation.
Next, we examine differences in the latent heating and

cooling rates predicted between the models in more detail
(Fig. 11). A positive (negative) value for heating (red) im-
plies that the bulk-explicit model predicts more (less) con-
densation/deposition/freezing/riming than the bulk-original
model. For cooling (blue), a negative (positive) value im-
plies that the bulk-explicit model predicts more (less) evapo-
ration/sublimation/melting than the bulk-original model con-
figuration. The difference in latent heating and cooling rates
between the bulk model configurations for a given aerosol
concentration is larger than the sensitivity to aerosols for a
given model (compare Fig. 11 with Fig. 10). In order for the
aerosol effect to be identical between the model configura-
tions, differences between the predicted latent heating rates
of each model need to be the same for all aerosol number
concentrations. In other words, in Fig. 11, the dashed and
solid curves should coincide. However, Fig. 11 reveals that
the bulk-original model predicts more heating and cooling
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ing relative to the bulk-explicit simulations, or a negative
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tion, see Eq. 5). This is further demonstrated in Fig. 10
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crease in heating (negative buoyancy contribution). At lower
cloud altitudes, the saturation adjustment scheme produces
the largest differences in the heating response between “Pol-
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explicit (Fig. 10a and b), i.e., the sign of the change in latent
heating between “Polluted” and “Clean” is different between
the two models. The increase in heating aloft in “Polluted”
predicted by the bulk-explicit and bin models is consistent
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However, it is important to note that there is an inherent chal-
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words, an increase in latent heating and hence buoyancy can
increase updraft strength, but an increase in updraft strength
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spite this uncertainty, the bulk-original and bulk-explicit con-
figurations allow us to unambiguously attribute changes in
the response of heating and convective mass flux to the use
of saturation adjustment versus explicit treatment of super-
saturation.
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cooling rates predicted between the models in more detail
(Fig. 11). A positive (negative) value for heating (red) im-
plies that the bulk-explicit model predicts more (less) con-
densation/deposition/freezing/riming than the bulk-original
model. For cooling (blue), a negative (positive) value im-
plies that the bulk-explicit model predicts more (less) evapo-
ration/sublimation/melting than the bulk-original model con-
figuration. The difference in latent heating and cooling rates
between the bulk model configurations for a given aerosol
concentration is larger than the sensitivity to aerosols for a
given model (compare Fig. 11 with Fig. 10). In order for the
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tions, differences between the predicted latent heating rates
of each model need to be the same for all aerosol number
concentrations. In other words, in Fig. 11, the dashed and
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Latent heating bias drives bias in 
cloud updraft and hydrometeor 
response 

to a larger LWC. In Bulk-2M, as we discussed in the Sc
case, the slower sedimentation of droplets with the smaller
sizes in the polluted case could contribute to the higher
LWC. Because of the strong upward motion in DCC, small
cloud droplets have more times to be lifted above the freezing
level, contributing to more efficient ice particle formation.
The higher amount of ice-phased particles with the elevated
aerosol loading in Bulk-2M further contributes to the larger
LWC below the freezing level when more ice-phased
particles melt to liquid drops. Previous observational and
modeling studies have demonstrated a similar elevation of
liquid water and ice water content under high aerosol loading
in humid environments [Khain, 2009; Li et al., 2011; Wang
et al., 2011]. However, Bulk-OR exhibits an opposite trend
in the aerosol effects on the IWC (Figures 14c), because of
the inefficient freezing and riming processes in the
extremely polluted case simulated by Bulk-OR. Therefore,
less ice-phase particles settle below the freezing level and

melt to liquid drops, leading to the smaller LWC in Bulk-OR
(Figures 14b). Such a reduction of LWC from the mixed-
phase processes exceeds the enhancement of LWC from
the inefficient sedimentation of cloud droplets in the
polluted case. Consequently, SBM and Bulk-2M predict
enhanced precipitation by aerosols, while Bulk-OR predicts
suppressed precipitation as shown in Figure 14d. The
evaporation of precipitation below the clouds induces
significant feedback on the cloud dynamics [Khain et al.,
2005; Tao et al., 2012].
[41] Bulk-2M and Bulk-OR also produce distinct

convection development under different aerosol loading.
Figure 15 shows the profiles of time series of updraft
velocities from the three simulations under polluted and
clean conditions. Increased updraft velocities under
polluted condition are clearly evident in SBM and Bulk-2M,
but in Bulk-OR, updraft velocities are weaker under the
polluted condition than in the clean condition during most

Figure 14. Comparisons of (a) cloud droplet number concentration, (b) liquid water content, (c) ice water
content, and (d) accumulated precipitation averaged over the analysis region from simulations with SBM,
Bulk-OR (B-OR), and Bulk-2M (B-2M) under clean and polluted aerosol conditions in the DCC case.

Figure 15. Temporal evolutions of the updraft velocity (> 2m/s) profiles averaged over the analysis
region for the three simulations with SBM, Bulk-OR, and Bulk-2M in the DCC case.
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but in Bulk-OR, updraft velocities are weaker under the
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Figure 15. Temporal evolutions of the updraft velocity (> 2m/s) profiles averaged over the analysis
region for the three simulations with SBM, Bulk-OR, and Bulk-2M in the DCC case.
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Bulk microphysics underestimates 
impact on anvil 

"   Underestimate is likely due to 
condensation bias for clean 
conditions 

"   Fixed shape of condensate particle 
size distributions could also 
contribute 

Fig. S9. Turbulence kinetic energy (TKE) from the clean (black) and polluted (red) environments at days 26–28 in TWP. Simulations for this period were rerun
to output TKE.

Fig. S10. Vertical profiles of mean radius of ice/snow (top row), fall velocity (middle row), and cloud fraction (bottom row) for simulations with spectral-bin
microphysics (SBM) and a modified Morrison scheme (Morr-ice). Morr-ice has the same cloud condensation nuclei representations and ice nucleation pa-
rameterizations as SBM.
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Challenges 

"   Is double-moment microphysics sufficient?  
"   Explicit supersaturation requires  

"   1 km grid for deep convection 
"   100 m grid for shallow convection and stratocumulus 

"   Interaction between clouds and large-scale spans scales 
1 km – 10,000 km 
"   Brute force GCRM computationally prohibitive 
"   MMF represents a wide variety of scales more efficiently, but 

currently neglects direct interactions between cloud systems in 
adjacent grid cells 

 



grid only partially covers the
domain but with high resolution.
The CRM grid consists of two per-
pendicular sets of grid-point
channels to recognize the x and y
components of the orientation
vector of cloud organization.
Unlike the direct coupling that
Arakawa [2004] envisioned, these
perpendicular channels interact
with each other only through the
GCM, in order to avoid singular-
ities at the intersections. The self-

stabilizing effect of convective activity is maintained in each channel. Each of the cloud-resolving grid chan-
nels is extended over the individual grid cells of the GCM. The choice of the channel width is flexible. In
practice, we let it be very narrow for computational efficiency. In the vertical, the two model components
share the same grid.

2.2. Q3D Prediction Algorithm: GCM Component
The prediction algorithm of the GCM consists of the large-scale dynamical core and the averaged effects of
subgrid-scale physical and dynamical processes simulated by the CRM. The dynamical core is the same as
that of the 3-D CRM developed by Jung and Arakawa [2008], which is based on the nonhydrostatic and ane-
lastic vorticity equation system. The prognostic variables are the horizontal components of vorticity, poten-
tial temperature and the mixing ratio of water vapor. The vertical component of the vorticity is
diagnostically determined by vertical integration of the nondivergence condition of the 3-D vorticity vector,
except for the uppermost layer where it is predicted. To implement the anelastic approximation, the vertical
velocity is determined from the predicted horizontal components of vorticity by solving an elliptic equation.
The horizontal velocity components are diagnostically determined from the known distributions of the vor-
ticity components and vertical velocity. In addition, the horizontally uniform part of horizontal velocity is
prescribed at the uppermost layer due to the use of a limited-area domain. The CRM is fully responsible for
the prediction of water species other than water vapor, such as cloud liquid water, cloud ice, rain, snow,
and graupel. Therefore, the GCM simply takes the averages of these variables predicted by the CRM. Cloud
liquid water and cloud ice can still be generated in the GCM through the large-scale condensation/deposi-
tion process, however, if grid-scale supersaturation occurs.

2.3. Q3D Prediction Algorithm: CRM Component
The prediction algorithm of the CRM consists of the dynamical core and the representation of physical proc-
esses. The dynamical core of the CRM is basically the same as that of the GCM, except for some technical
aspects due to the use of gappy grids (see Appendix A for details and descriptions of physical parameteriza-
tions used in the CRM). For the example shown in Figure 1, the CRM grid channel has only three grid points
in the cross-channel direction. The two off-centered grid points are the lateral boundaries. Even though our
problem is formally similar to limited-area modeling, it is much subtler because the lateral boundaries are
so close to each other. To formulate the lateral boundary conditions, we decompose the fields of all CRM
prognostic variables into the background and deviation fields. The background fields are obtained by inter-
polation of the corresponding GCM variables to all CRM grid points. See section 2.4. for more discussion of
the background fields.

To specify the deviation fields at the lateral boundaries, two basic requirements are imposed: (i) they should
not cause computational instability, and (ii) they should not significantly distort the statistics of internal sol-
utions. For advection process, boundary values can be freely chosen at the inflow points in principle. But, if
these values are smooth, the variance of the internal solution tends to decrease in time. More generally, it is
important for these values to have statistics similar to those of the internal solution. Based on a normal-
mode analysis of the solutions of the 1-D advection equation, Jung and Arakawa [2010] showed that the
cyclic condition is the only one that satisfies these requirements, among the various possibilities they
tested. There is no doubt that the representation of cloud-scale three-dimensionality is strongly constrained

Figure 1. Schematic illustration of the Q3D MMF grid structure. The shaded areas repre-
sent the gaps of the CRM grid-point channels.
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4. A Path Forward 

"   Q3D MMF to allow cloud systems to propagate between grid 
cells 

"   Improve turbulence using higher order scheme 
"   Triple-moment cloud microphysics? 
"   Full aerosol lifecycle on the outer grid. ECPP 
"   Nudge large-scale winds toward analyses 
"   Multi-year simulations 
"   Focus on radiative impact, which drives global climate 

response 
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Supersaturation 

"   Option A 
"   Diagnose supersaturation in cloud interior from 
"   Diagnose condensation rate from supersaturation: 

"   Option B 
"   Explicit supersaturation for interior of deep convection 
" Subgrid parameterized supersaturation at cloud base or new cloud  
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