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e Current Status CIWG Agenda

* NSF Architecture Planning Proposal (pending)
* Teragrid Computing Allocations

 Hugh Morrison’s Experiments and Plans™

e Community account for MMF runs

* Exa-scale Data Transpose ..
e Teragrid Allocation Cale""EIa >--

e Subversion MMF Development Rep05|tory (*thrk B.)
e iIRODS web-browser and araIIeI data“%'rﬁvh'sfeq ;erw e
e MMF (SP-CAM) Communlty . *Grtal

e Data Transportation e
e Parallel File /O (Jeff Daily, Karen St )
e Data transpose project on Dash and Triton (prefim

performance) ,
* Discussion
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Current Allocations

H Home H | My TeraGrid | @ Resources H H user Forums H H| Documentation [H Training HE Consulting EH HE Allocations H
Allocations/Usage Accounts Profile Tickets Registered DNs Change Portal Password Add/Remove User Community Account SSH Terminal Citation Info

Allocations/Usage

Projects Show Inactive Projects | Show Expired Allocations
Modeling Global Climate Variability with the Multi-scale Modeling Framework New parameterizations of Cloud Micro-physics and Developing Community Community Accounts
Portal for Running the MMF
Show Project Details

Allocations™

Start Date End Date Resource SUs Remaining SUs Awarded My Usage (SU) % RemainingAlloc. Type  State

2010-07-01 2011-06-30 abe-queenbee-steele-lonestar.teragrid 2,307,000 2,307,000 0.0 100 % new active
Show Users on abe-queenbee-steele-lonestar.teragrid

2010-07-01 2011-06-30 NCSA Tape 5 5 0.0 100 % new active

Show Users on NCSA Tape
Data Transposition Development for Exa-scale Data in Memory
Show Project Details

Allocations™

Start Date End Date Resource SUs Remaining SUs Awarded My Usage (SU) % RemainingAlloc. Type State

2010-05-04 2010-11-07 dash.sdsc.teragrid 29,970 30,000 30.0 100 % supplement active
Show Users on dash.sdsc.teragrid

2009-11-07 2010-11-07 Spur 30,000 30,000 0.0 100 % new active

Show Users on Spur
Regionalization of Anthropogenic Climate Change Simulations
Show Project Details

Allocations™

Start Date End Date Resource SUs Remaining SUs Awarded My Usage (SU) % RemainingAlloc. Type State
2009-04-01 2010-09-30 Ranger 43,186 3,950,000 0.0 1% new active
2009-04-01 2010-09-30 Spur 397 500 103.0 79 % new active

Modeling Global Climate Variability with the Multi-scale Modeling Framework: The Boundary-layer Cloud Problem
Show Project Details

Allocations™
Start Date End Date Resource SUs Remaining SUs Awarded My Usage (SU) % RemainingAlloc. Type State
2009-04-01 2010-09-30 Steele 103,800 850,000 0.0 11 % new active

Show Users on Steele
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Leveraging National & Partner Resources

2008 2009 2010

Organization Resource = 2007

Disk |5 Terabytes | 15Terabytes | 30 Terabytes | 45 Terabytes 45 Terabytes
Data San Diego
" Supercomputer
Allocations [, (SDSC) BlueGene 30,000 SUs*
Triton 30,000 SUs 30,000 SUs
SDSC Dagagear (IBM] 600,000 SUs | 1,200,000 SUs
Teragrid Grid Roaming 600,000 SUs | 2,703,000 SUs
(multi-institution)
LSU Steele 900,000 SUs 2,307,000 SU
SDSC (Dash) 60,000 SU
National Energy
; Lawrence Berkeley L2
SRR ™ ol | Research Scenific 700,000 SUs
Alleletidlel S | Jhoratory (LBNL) NERSC)
Oak Ridge National
Laboratory (ORNL) Cray XT 2,000,000 hrs | 3,000,000 hrs
National Center for
Atmospheric Bluelce IBM Power5 500,000 SUs
research (NCAR)
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TeraGrid Allocation Calendar

TeraGrid Home > User Support > Access >> Allocations & Accounts > Allocation Calendar

Startup/Educational Allocation

Research Allocation (TRAC)

Units
Requested

Service Units
(SUs) on
compute
resources
(TeraGnrid
Resource
Catalog)

Terabytes
(TBs) on Data
Resources

System size

Maximum compute
request

< 100 TFLOPS

Up to 30,000 SUs

>= 100
TFLOPS

Up to 200,000 SUs

Aggregate request for multiple
compute resources cannot
exceed 200,000 SUs

Storage on disk: 5 TB
Storage on tape: 25 TB

30,000 — Unlimited

Deadlines

Open
Submissions

Close
Submissions

Dec. 15

Mar. 15
Jun. 15
Sept. 15

Jan. 151
Apr. 15
Jul. 15
Oct. 15

Allocations
Begin

Two weeks after submission

April 1
July 1
October 1
January 1

Review Cycle

Within one week

Quarterly 2

Typical Use

Classroom or training accounts and startup
accounts requiring small amounts of time

Experienced users with research

projects
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CMMAP Digital Library
< l » 5 | + | http://cmmap.sdsc.edu/node E ¢ | (Qr Google

(=]
e O - o i ' h
':;.':4 : -'l:‘&~ < - / L - |
- . A \ ‘} . . g -
~ny - - SN - ' : = -~ l
e - "N ;“ ._“ € AR Bl v B e % -
DATA RESOURCES Data Collections Browser now available from CMMAP Digital Libary
¢ Data Collections Browser This browser makes it possible to conveniently browse the data holdings of the CMMAP Digital Library. An account is |

so contact John Helly (hellyj@ucsd.edu) or Mark Branson (mark@atmos.colostate.edu) for access.

¢ Search Metadata

Catalogue hellyj's blog 54 Add new comment
ggglol’l}ll;l‘élgg Subversion repository account creation or password resetting.

Repository URL:
https://svn.sdsc.edu/repo/cmmap

Obtaining or Re-setting a password.

¢ NSF Teragrid
¢ DOE INCITE

SOFTWARE 1. To generate a new password from any unix host, please run the following:

htpasswd -mn
¢ Bulk Data Transfer Client P

¢ Client software for 2. The output should look something like this: jd:Sapr1SL7wBD/..$l.koeYBEZ3TfM.qOW6fXr0

accessing CMMAP data
holdings.

3. Copy and paste that output into an email to jd@sdsc.edu with the subject:

e Model Development Please add or replace this user in the CMMAP subversion repository.

Team INCITE Resources & Allocations

a Multi_crala Mndalinn
-
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Subversion Repository

Grab File Edit Capture Window Help ' = (100% Thu7:12 Q

Name Url

Neptune fUsers/hellyj/Active/svn_repos - ‘ | s

Geospatial file:// /Volumes/Geospatial001/svn_repos svn copy svn move svn mkdir svn delete svn checkout svn export Show output
CESM V1.0 nups://svn-ccsm-release.cgd.ucar.edu/model_versions/cesml_0/
CMMAP https://svn.sdsc.edu/repo/cmmap

https://svnsdscedu/repo/cmmap/

Q
Date Author Log message
2> 85/92/19 15:23:15 w753 INR 82 Aug 2918 4poge version install rile

88/82/19 15:22:35 ud753  JNR Aug 92 4 page version
/2918 19:27:25 helly) First wsport
a7/29/198 19:20:39 hellyy Deleting DrupalModules

48 97/29/10 18:47:13 helly] Modules developed to integrate modeling servi

47 97/26/10 15:07:12 moranson Additions and fixes Lo allow the SPCAM to out

CMMAP 46 26/02/19 15:28:20 moranson Uncomment out the previcusly commented out |

Q https.//svn.sdsc.edu/repo/cmmap JNR 02 Aug 2010 4page version install file
hC”')‘J

Workina Cobpies Revision : 52
Name Path root CAM branches form_spcams3
DrupaiModules 1ags querym
F ' | n ' , )
DL JUsers/hellyj/Active/svn_working/DLF SAM trunk querym2

Geospatial JUsers/hellyj/svn_work/Iceberglll SPCAM
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IRODS Command-line Client: Scriptable

Terminal — bash — bash — Big Kahuna's settings — ttys000 — 81x16

NeptuneTravel.local:~>ils 1=} '
/cmmap001/home/hellyj/MODEL_RUNS/staging: N

Sput.bash v

Sput.bash~

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_AMIP
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUT2D
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUT3D_com3D
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUT3D_netCDF
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUT3D_netCDF_001
C- /cmmap00l/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUTMOMENTS
C- /cmmap00l/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUTMOVIES
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_ SAM6.7SR_OUTSTAT
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_ SPCAM
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP SPCAM_4xCO2 J
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/manifest
NeptuneTravel.local:~>|

iIRODS
Federation
Mechanism

rods://hellyj@cmmap001.sdsc.edu:1247/cmmap001/home/hellyj/MODEL_RUNS/staging
+ | @ https:/ jwww.irods.org/web/br dsc.edu%s” & | (Qr Google

helyj@crmmapo0t.sdsc.edu:1247 | Sign Out

Collections ||/ Seecthn | 4 Browse Up | @ Mews | @ Delte v | E)Upboady | More... v [ Soarch By Name
353 emmapoot Name 4 Resource size Date Modified (™
o S e
355 MODEL_RUNS (0] CHMAP_SAMG.7SR_OUT2D August 1, 2010, 846 pm
EIS sts0n ] (£] CMMAP_SAM6.75R_OUT3D_com3D August 2, 2010, 6:29 am o ]
] OMMaP_AMP (] CMAP_SAE.75R_OUTID_netCDF Juby 31, 2010, 1£:10 am M M F ommu n It g P LLLLLLLLLY
S Qe s o RODS o C y %t
v [P | En
s | 2 ov v s o0 1

inf Library
3] O S TSR - 12,2019, 628 5m -
I~ (£ 0M_SAM6.75R_UTSTAT <[> (4 [+ @ g jemmap-aeflbesc. i 5 &) (@ Google
DOy SMBISR |, o, - o z22am o =

[ (7] CMMAP_SAMS.7SR INEVY TORUD TUTR

- Qnerp_Spow 02 st 1, 2010, 848 am -
B o seoan || ) :
- 0 o Subversion Management AM
@ Cvap_spoaw_ax | (1] maniest st1, 2010, 845 pm Configure SPC.
C V I’ 0) O e OETMETrETTTED
B (g mandest = a 512, 2010, 6:20 am
80 [2) soutbash s o What software should we
@ () publc 2 Sputbash~ cmmago0t 280 August 2, 2010, 6:20 am use to produce the
& (] trash PE ivatives?
=1 | SUPERLES derivatives’ MODEL CONFIG
* We have identified Would liks Il the code? If d to Confi b belc
- S ——— nedtDr 2 e et Mould You ke o sl the code? 1 okproesd toCon Jo el
== E format for data products. (3 yes

Any discussion needed?
If (re)install, enter a whitespace-free code_configuration designation:
8

more [config_12609271

If (reyinstall, which atmospheric dynamics would you like to use?:

CMMAP Dlgltal lerar}; .. ACIIVEFORUMTOPICS 9771 Youme

« Subversion Management 1 (ryinstall, which atmospheric grid resolution you like to use?:
- « What software should we O 19825 (14436
use to produce the OT42 28,69

SUPERLES derivatives? f (re)install, enter number of ATM_GCM layers in vertical dimension?:
30

* We have identified
nedCDF as the default If (re)install, which CRM microphysics package would you like?:
® sam1mom-Standard

format for data products
O m2005-Double Moment

Any discussion needed?

NEW FORUM TOPICS Subversion repository account creation or password resetting. « data format conversion 1‘2";‘(’;‘;;"'“ :‘;‘;‘ERV;“"'Y“;; e Rt to be 20 or 307
Subversion Management Repository URL more O3
« data format conversion he v, repo/cmm: ¥ (re)install, enter number of CRM columns in zonal dimension:
»

oWhatsofware should weseto S SOFTWARE

produce the SUPERLES ining 9 2 pas ( I (re)instal, enter number of CRM columns in meridional dimension:

derhatives? 1. To generate a new password from any unix host, please run the following: REEDRRIAE S CheY B
oWe have identified nedCDF 25 hipasswd -mn + Model Development If (re)install, enter number of CRM layers in vertical dimension (at least 2 less than atm_

the default format for data Team =

products, Any discussion 2. The output should look something ke this: [d:Sapr SL7WBD/..S1.koeYBEZ3TIM.qOWEX10

« Multi-scale Modeling. I teaVinssall_antar harizansal racalusion of COM in matars
- HH needed? 3. Copy and paste that output Into an email to jd@sdsc.edu with the subject 2 -
rupal: programmability I
Tlaratinne

ACTIVE FORUM TOPICS INCITE Resources & Alloe CMMAP Cyberinfrastructure

+Subversion Mansgement 2010 W cat o roosats | 412 L s s o el
- ‘ What software should we use to CA Add new comment Read = T
I l I er produce the SUPERLES e
- derivatives? . ” Main Page
: I y e have identified neccor as Teragrid Resources & 9
the defaul format for data =

- MMF Workbench =

more  Sample Fortran progr ; emmes | 2ZLLII

i rogram il read one vril - [ HoioUso the Wid
SOFTWARE
B — 1 attachment Sp— » Modaw

- - Focent ey Loy

= Rocent Upossea i
Formating Tips

Model Developer Resources

Workflow Control
Collaboration w/GFDL others

- —
Petascale Data Analysis

MediaWik: Documentationi
Community Account

Steele @Teragri

Terminal — bash — bash — Big Kahuna's settings — ttys000 ... l

NeptuneTravel.local:~> =]
NeptuneTravel.local:-> A
NeptuneTravel.local:~->
NeptuneTravel.local:~->
NeptuneTravel.local:->
NeptuneTravel.local:~>

Computing NeptuneTravel.local:~> T .
NeptuneTravel.local: e rm I na
NeptuneTravel.local:
NeptuneTravel.local:~>
D t NeptuneTravel.local:->
a a NeptuneTravel.local:~>
NeptuneTravel.local:~> U

NeptuneTravel.local:~>
NeptuneTravel.local: ->[]

4
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IRODS Command-line Client: Scriptable

Terminal — bash — bash — Big Kahuna's settings — ttys000 — 81x16

NeptuneTravel.local:~>ils 1=} '
/cmmap001/home/hellyj/MODEL_RUNS/staging: A

Sput.bash v

Sput.bash~

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_AMIP
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUT2D
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUT3D_com3D
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUT3D_netCDF
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUT3D_netCDF_001
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_ SAM6.7SR_OUTMOMENTS
C- /cmmap00l/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUTMOVIES
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_ SAM6.7SR_OUTSTAT
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP SPCAM
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SPCAM_4xCO2 U
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/manifest
NeptuneTravel.local:~>|

Federation
Mechanism

00 rods:/ /hellyj@cmmap001.sdsc.edu:1247/cmmap001/home/hellyj/MODEL_RUNS/staging
« + |@ https://www.irods.org/web /b dsc.edu%3/ G | (Qr Google
p: 9
m
el @emmapo0t.sdac.ecu:1247 | Sgn Ot
S €| skt M| G oowseUp | () News | @ Dekte v | @)Upkady | More...v | Search By Name
G5 camapoot — Resource size Date Modiied | ()
3 Egrome
o Sy e
65 MODEL_RUNS (] Qmap_Sav6.75R_OUT2D August 1, 2010, 8:46 pm
soEEm (] CHMAP_SAVE.75R_OUTID.comD Augent 2. 2010, 629 am ]
3 0] CaAP_Awp (] QMAP_SAE.75R_OUTID_netCDF July 31,2010, 11:10 am 01—
& () CMMAP_SAMS.7SR 4 ¥ oy SR
80 (£] CMMAP_SAM6.7SR_OUT3D_netCDF_001 - July 31, 2010, 6:55 pm )
3 ] CMMAP_SAM.7SR
5 P Sae 75 | (] CMAP_SAVE7SR_OUTHOMENTS August 1, 2010, 9:09 pm

() (T CMMAP_SAMS.7SR| | (7] CMMAP_SAV6.7SR_OUTMOVIES August 2, 2010, 4:17 am

Configure SPCAM | CMMAP Digital Library

3 ] CMMAP_SAVE.7SR - usi2. 2010, 628 am :
=) ] CHMAP_SAMS.75R_OUTSTAT <[> | (23] [+ ] hup://cmmap-dev.sdsc.cdu/SPCAM3_ON_TRITON ¢] (@ Google
3 (] CMAAP_SAVBTSR| | _ - 0,2228m m

(£ omsp_spoam .

5 0 Cone_save 757 ——
[y Ao 1,210,848 am :

e « subversion mansgemert Configure SPCAM

:
: 200, 845m
@ (] CMMAP_SPCAM 4x| | (1) manifest
S || VIQATOF-zseeu-

it

@ () publc B tbash August 2, 2010, 6:20 am use to produce the
@ () vasn P iatives?
B0 SUPERLES derivatives JODEL CONFIG
(] + e have idenified Would you like to (re)install the code? If not,proceed to Config_lob below:
I C > <> € S nedCOF as the default o 7o g
format for data products. () yes

Any discussion needed?
If (re)install, enter a whitespace-free code_configuration designation:
8

more [config_12609271

If (reyinstall, which atmospheric dynamics would you like to use?:

CMMAP Dlgltal lerar}; .. ACIIVEFORUMTOPICS 9771 Youme

« Subversion Management 1 (ryinstall, which atmospheric grid resolution you like to use?:
- « What software should we O 19825 (14436
use to produce the OT42 28,69

SUPERLES derivatives? f (re)install, enter number of ATM_GCM layers in vertical dimension?:
30

* We have identified
nedCDF as the default If (re)install, which CRM microphysics package would you like?:
® sam1mom-Standard

format for data products
O m2005-Double Moment

Any discussion needed?

NEW FORUM TOPICS Subversion repository account creation or password resetting. « data format conversion 1‘2";‘(’;‘;;"'“ :‘;‘;‘ERV;“"'Y“;; e Rt to be 20 or 307
Subversion Management Repository URL more O3
« data format conversion he v, repo/cmm: ¥ (re)install, enter number of CRM columns in zonal dimension:
»

oWhatsofware should weseto S SOFTWARE

produce the SUPERLES ining 9 2 pas ( I (re)instal, enter number of CRM columns in meridional dimension:

derhatives? 1. To generate a new password from any unix host, please run the following: REEDRRIAE S CheY B
oWe have identified nedCDF 25 hipasswd -mn + Model Development If (re)install, enter number of CRM layers in vertical dimension (at least 2 less than atm_

the default format for data Team =

products, Any discussion 2. The output should look something ke this: [d:Sapr SL7WBD/..S1.koeYBEZ3TIM.qOWEX10

« Multi-scale Modeling. I teaVinssall_antar harizansal racalusion of COM in matars
- HH needed? 3. Copy and paste that output Into an email to jd@sdsc.edu with the subject 2 -
rupal: programmability I
Tlaratinne

ACTIVE FORUM TOPICS INCITE Resources & Alloe CMMAP Cyberinfrastructure

+Subversion Mansgement 2010 W cat o roosats | 412 L s s o el
- ‘ What software should we use to CA Add new comment Read = T
I l I er produce the SUPERLES e
- derivatives? . ” Main Page
: I y e have identified neccor as Teragrid Resources & 9
the defaul format for data =

- MMF Workbench =

more  Sample Fortran progr ; emmes | 2ZLLII

i rogram il read one vril - [ HoioUso the Wid
SOFTWARE
B — 1 attachment Sp— » Modaw

- Focent ey Loy

= Rocent Upossea i
Formating Tips

Workflow Control
Collaboration w/GFDL others

- —
Petascale Data Analysis

MediaWik: Documentationi
Community Account

Steele @Teragri

Terminal — bash — bash — Big Kahuna's settings — ttys000 ... l

NeptuneTravel.local:~> =]
NeptuneTravel.local:-> A
NeptuneTravel.local:~->
NeptuneTravel.local:~->
NeptuneTravel.local:->
NeptuneTravel.local:~>

Computing NeptuneTravel.local:~> T .
NeptuneTravel.local: e rm I na
NeptuneTravel.local:
NeptuneTravel.local:~>
D t NeptuneTravel.local:->
a a NeptuneTravel.local:~>
NeptuneTravel.local:~> U

NeptuneTravel.local:~>
NeptuneTravel.local: ->[]
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Update on Parallel Data I/O
Jeff Daily & Karen Schuchardt




GCRM Data Problem

The GCRMs and Giga-LES models are conceptually complex, but in addition they pose problems that
are technical, practical, and fiscal, rather than conceptual in nature. This 1s where the need for new
infrastructure arises. Our proposed infrastructure project relates to data management, analysis, and
visualization:

® GCRMs produce terabytes to petabytes of model output. The data is created at supercomputer
centers. It must be archived, curated, and made available to users at remote sites.

® Many difficult choices must be made; for example, choosing which fields to output, and what
subsetted spatial and temporal resolutions to save, are complex.

® Routinely saving global model output with high temporal resolution is not practical.

® A possible strategy is to save regional model output (for one or more selected regions) with high
temporal resolution, and full spatial resolution, and global model output with lower temporal
resolution and perhaps even reduced spatial resolution.

e Extraction of useful information from GCRM output is complicated by the sheer volume of data
produced, the wide range of scales represented, and the diverse phenomena included. New methods
are needed for comparison of model output with a variety of observations, including satellite data.

e New methods are needed for the efficient and effective visualization of GCRM results. The range of
scales 1s so large that “zooming” capabilities are essential. New approaches are needed to visualize
and analyze the time evolution of complex three-dimensional structures (such as large rotating
convective clouds) that are associated with multiple interacting fields, including vector fields.

In short, the very large models used in cloud-climate studies must be supported by a suitably designed
infrastructure for data management, analysis, and visualization. These needs are community wide and
should be addressed in a coordinated fashion that serves the community as a whole.
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Transmission Speed
+ 1 Mbps
= 100 Mbps
1 Gops
« 10 Gbps
100 Gbps
Internet2 LSR IPv
LES BNL 2 5DSC
« 1GCRM.yr
*Linear (100 Gbps)
= *Linear (10 Gbps)
Lincar (1 Gbps)
= = sLinear (100 Mbps)

Data Volume (bytes)

Timeline

1'mes.s-w x.e-o; ";‘.:os“n.e.-u 16-0 “;;oo(;“x.:.ew;.x.uo; ‘n‘:.e_oo;.;;»oo NetCDF 3.6 NetCDF4.0/4.0.1beta
NetCDF 3.0
— NetCDF4.1?
Pnetcdf 1.0.3
—— . Pnetcdf 1.0

1996 1998 2000 2002 2004 2006 2008

Netcdfd.0 beta ADIOS alpha
64 bit PNetCDF/NetCDF?

_—— e
NATIONAL LABORATCORY
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. 1 Tbhps
1-year GCRM output /2km,hourly,100 levels/(2010)
15 PB/year CERN Large Haydron Collider 2007)
17 10 Mbps
3 PB NCAR Transfer Over 6 Months (2012)
16 _ 1 PB over 3 years: EOS (Earth Observing System) data (2021)
/a .
+— 151
Fe) _
o 30 TB/night: Large Synoptic Survey (LSS) Tejéscope (20
—
o) _'
O 14 | ecord (avg 9.08 Gbps)
~ IPCC AR4 Model Runs (PCMDI Archi
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CMMAP Data Services News

Karen Schuchardt
UC Berkeley
January 2011
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defines cdf5 format based on cdf3 with fixes for large variables
New psuedo non-blocking IO that improves performance

Support for setting the header padding size (important for basic
metadata editing)

Integers are 4 bytes; no longs

In theory, can be specified as the mechanism to use via the
NetCDF4 interface

Up to 10GB/s franklin (of possible 16GB)

Pretty robust and good performance (version 1.2)

Data can only be processed with pnetcdf-based analysis tools
W Future support model not clear

Pacific Northwest
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Based on widely used HDF5 data model

m HDF5 format is a rich data format with filesystem-like constructs

® Lots of tunable features like compression, chunking
m Can be restricted to netcdf data model constructs

Fortran interface (still) has 32bit restriction
Not stress tested
Performance currently lags PNetCDF

New DOE Exascale project to optimize HDF5
LBNL (Prabhat — PI), HDF5 Group, PNNL
¥ Being done in context of real applications
GCRM

Pore scale simulators (groundwater, physics)

Pacific Northwest
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Z anelastic model (run to date)
® 15km, 26 interfaces,18 days, 3 hourly
m Jablonowski test case, 10000 processors on franklin

® About 8 variables ~= 44GB

Z anelastic model (by spring/summer)
4 or 7 km (or both), 36? interfaces,18 days, 37 hourly
W [nitial conditions TBD, ~10000/40000 processors on hopp2
Will have physics added (Don Dazlich)
= 87 variables ~= TBD

NOTE: time free only until April

Pacific Northwest
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Analysis - ParCal

»New DOE Project for Parallel Data Analysis Tools
»ANL (Rob Jacob Pl), NCAR, PNNL, Sandia

»Major outcomes

B Version of NCL which transparently turns current NCL data arrays
and operations into parallel operations

® Climate specific compression to be tested in PNetCDF

Pacific Northwiestv |
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Cyber-infrastructure
Working Group: Pagoda

Jeff Daily and Karen Schuchardt, PNNL

Pacific Northwest
NATIONAL LABORATORY

Proudly Operated by Battelle Since 1965
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Parallel Analysis of Geodesic Data

»>a.k.a Parallel Analysis of
Geoscience Data

»>C++ API for developing
custom analysis

® Most similar to Java NetCDF
API

»>Data-parallel command-
line tools

® Mimics the NetCDF
Operators (NCO)

24

NCO pagoda
ncks pgsub
ncra pgra
ncea pgea
ncbo pgbo
ncflint <soon>
ncwa <soon>
ncrcat

ncrename

ncatted

ncpdg

~7

Pacific Northwest

NATIONAL LABORATORY

Proudly Operated by Battelle Since 1965

Thursday, January 13, 2011



Pagoda Design

»>Focus on parallel 10 and large variables

® Do what NCO does but when your data is too large for your
workstation

»>Handles regular and geodesic grids
® Geodesic grids are described using an explicit topology
® Explicit topology needed for analysis/visualization e.g. Vislt

»>Reads and writes classic NetCDF via Parallel NetCDF
»>Reads and writes NetCDF4
»Runs on workstations, clusters, HPC systems e.g. hopper

Pacific Northwest
NATIONAL LABORATORY

Proudly Operated by Battelle Since 1965
25
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pgsub Strong Scaling

J = UV A

»>Shown to scale up to 2K

2048
8 o1 cores
O 256 : :
O 138 »>Shows that 10 is a major
o4 bottleneck
0 225 450 675 900 [ Non-l _ _
B subsettebGB/s on franklin
»>Our first optimization
shows importance of
Strong Scaling - |0 Bandwidth eff|C|ent use Of IO
2048
1024
@ 512
5 256 B Write
B ReadOpt
128 B Read
64 F
0 1.2500 2.5000 3.7500 5.0000 \§/
Gigabytes/second Pacific Northwest

NATIONAL LABORATORY

Proudly Operated by Battelle Since 1965
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Future Directions

»“make it easy” — A higher level API

»>New language bindings? Python? Fortran?
»>Handle additional conventions e.g. missing_value
»>Finish pgflint (ncflint), pgwa (ncwa)

> Grid interpolation

> Other operators?

® What if header isn’t big enough and data is too large?
B What if pnetcdf’'s “CDF5” format is used?

»We need more users and user input on what’s needed
® Already in use/testing by CSU, ANL, NCAR

Pacific Northwest
NATIONAL LABORATORY

Proudly Operated by Battelle Since 1965
27
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Thanks

P> http://svn.pnl.gov/gcrm/wiki/pagoda
P> pagoda-dev@googlegroups.com

7
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IRODS Command-line Client: Scriptable

Terminal — bash — bash — Big Kahuna's settings — ttys000 — 81x16

NeptuneTravel.local:~>ils 1=} '
/cmmap001/home/hellyj/MODEL_RUNS/staging: N

Sput.bash v

Sput.bash~

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_AMIP

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUT2D

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_ SAM6.7SR_OUT3D_com3D

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUT3D_netCDF

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUT3D_netCDF_001
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAMG.7SR_OUTMOMENTS

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAMG.7SR_OUTMOVIES

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUTSTAT

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SPCAM

iIRODS
Federation

.
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP SPCAM_4xCO2 J
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/manifest
NeptuneTravel.local:~>[] )
O rods:/ /hellyj@cmmap001.sdsc.edu:1247/cmmap001/home/hellyj/MODEL_RUNS/staging
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0
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- © m2005-Double Moment
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Terminal — bash — bash — Big Kahuna's settings — ttys000 ... l

NeptuneTravel.local:~> =] .
NeptuneTravel.local:-> B Steele @ I ‘ ’ra rI
NeptuneTravel.local:~> v

NeptuneTravel.local:~->
NeptuneTravel.local:->
NeptuneTravel.local:~>

Computi ng NeptuneTravel.local:~> T .
NeptuneTravel.local:~> e rm I n a
NeptuneTravel.local:~>
NeptuneTravel.local:~>
D t NeptuneTravel.local:->
a a NeptuneTravel.local:~>
NeptuneTravel.local:~>

!
NeptuneTravel.local:~> \)
NeptuneTravel.local: ->[]
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Model Run Management App
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IRODS Command-line Client: Scriptable

Terminal — bash — bash — Big Kahuna's settings — ttys000 — 81x16

NeptuneTravel.local:~>ils [ '
/cmmap001/home/hellyj/MODEL_RUNS/staging: N
Sput.bash v

Sput.bash~
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_AMIP

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUT2D

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUT3D_com3D

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUT3D_netCDF

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUT3D_netCDF_001
C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUTMOMENTS

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.7SR_OUTMOVIES

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SAM6.TSR_OUTSTAT

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_ SPCAM

C- /cmmap001/home/hellyj/MODEL_RUNS/staging/CMMAP_SPCAM_4xCO2 LJ

)
Federation
:

S e o e e Mechanism
NeptuneTravel.local: —>D
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el @emmap00t.sdsc.ecu:1247 | Sgn Out
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ACTIVEFORUMTOPICS & Ej:i;‘;‘;‘x’:;m
+ Subversion Management If (re)install, which atmospheric grid resolution you like to use?:
© What software shouldwe @ 1.9%2.5 (144,96)
use to produce the OT42 128,69
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0
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8 Terminal — bash — bash — Big Kahuna's settings — ttys000 ... “
NeptuneTravel.local:~> =]
NeptuneTravel.local:-> A

NeptuneTravel.local:~->
NeptuneTravel.local:~->
NeptuneTravel.local:~>
NeptuneTravel.local:~->

Computi ng NeptuneTravel.local:~> T .
NeptuneTravel.local:~> e rm I n a
NeptuneTravel.local:~>
NeptuneTravel.local:~>
D t NeptuneTravel.local:->
a a NeptuneTravel.local:~>
NeptuneTravel.local:~> u

NeptuneTravel.local:~>
NeptuneTravel.local: ~>[]

Thursday, January 13, 2011



Introduction to FRE:
The Flexible Modeling System
Runtime Environment

Developed at GFDL, 2002-2010, by:
Amy Langenhorst Amy.Langenhorst@noaa.gov
Aleksey Yakovlev Aleksey. Yakoviev@noaa.gov
V. Balaji v.Balaji@noaa.gov




¢

Introduction to FRE

 The FMS Runtime Environment (FRE)
IS a toolset for managing experiments
from start to finish
— acquire source code, compile (fremake)
— launch jobs to run models (frerun)
— postprocessing the output (frepp)

The Mechanics of FRE

calls
T — |
XML FRERUN | runscreer | Model
reads m——— Output
N |
reads calls reads

CSH L
FREPP PPSCRIPT | yrites. P OStPTOC

Output
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Proposed tests of microphysics in MMF using
Teragrid

- Recent request for large Teragrid allocation was
reviewed and accepted (allocation through July 2011)

- Broadly, goal is to address two separate but related
issues: 1) sensitivity to key parameters in scheme, 2)
tuning

* anticipate ~ 50 sensitivity runs (1 week spinup + 4 additional weeks) for
initial tests, ~ 10 tuning runs (2 year runs + 1 month spin up) based on
configurations identified from sensitivity tests, and a ~25-year AMIP- type
run — total of 633 months simulation time, coupled run?

* anticipate tests using 1.9 x 2.5 degree fv core, 64 CRM columns per large
orid
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- Based on timing tests from Mike Pritchard on Purdue
Steele cluster, 3.5 million SU’s were requested

e ~ 2.5 X more expensive using 2-moment microphysics compared to standard SpCAM,
estimated cost is 5600 SU per month simulation.

- Tests to focus on:

1) Reducing costs of microphysics

- larger microphysics timestep
- reduced # of prognostic (advected) variables

2) Sensitivity to new microphysics developments and parameter

settings
- Morrison and Grabowski (2008) ice microphysics (has 6 prognostic variables versus 9 in

M2005 - improved cost)
- Parameter settings identified as being important in CRM tests (e.g., graupel density and
fallspeed)

3) Tuning
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Next steps:

Tests in stand-alone SAM (for significant code changes,
such as reduction in # of prognostic variables)

Working with GUI interface to compile/run SpCAM
- approaches for modifying/testing code (e.g., svn)

Analysis of output

- do we want to develop a “standard” diagnostics package,
a la the CAM diagnostics?
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CMMAP Data Transposition Code




Overview of Code
e LES (SP-CAM) Data files in NETCDF format.

* OpenMP code setup to read one file per core
simultaneously.

* Each file corresponds to a spatial partition at a
given time. The code reads in all the files into
memory to do the transposition.

e Tested on

—Triton regular [8 core, 24GB] and large memory nodes
[32 cores, 512GB] w/ data oasis [lustre].

—Dash regular [8 core, 48GB] and vSMP node [128 cores,
650GB] w/ GPFS-WAN.
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Initial Recovery of Time-series
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Triton Results

 Code tested with 76 files. Total size of data read :
128GB.

* Run times are dominated by I/O performance.

No. of Cores 8-core node 32-core node
[2 Quad Nehalems] [8 Quad Shanghais]

1 347s 505s
2 197s 222s
4 122s 118s

3 105s 154s
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Dash Results

* Tested on regular compute nodes w/ GPFS-WAN.
vSMP node testing in progress.

8-core compute node (w/GPFS-WAN)

1 838s
2 496s
4 301s

8 245s
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Summary and Future Work

* OpenMP code tested and results verified on Triton and Dash.

* Current performance limited by I/O performance of filesystem
onh given node.

e Achieved ~1.2GB/s w/ lustre on Triton node. The maximum
achievable is 1.25GB/s [Myrinet card peak]. GPFS-WAN

oerformance on Dash node is lower due to network setup.
_ustre testing on Dash iIs in progress.

* Peak performance achieved using 4 cores on 32-way node => it
might be useful to limit number of threads reading. Can still use

more t

e Develo

nreads for analysis part.

oing hybrid (MPI + OpenMP) code to make use of more

nodes and get better I/O performance [Lustre on Triton can do
over 7GB/s on reads].
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Discussion

 Upcoming allocation proposals (new
LES run?)

* Additional model runs for digital
library

* High-volume data visualization

* [ime-series data recovery from
model runs for validation support




Backup
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4. Planning process
Our goal is to submit the CI proposal in the summer of 2011.

Planning will begin at CMMAP’s Team Meeting in August 2010, the same week
that this planning proposal will be submitted to NSF. We will also take advantage of
CMMAP’s Team Meeting in January 2011, in Berkeley, California, where we
systematically collect ideas from the CMMAP team, and also engage the local talent at
NERSC, including the developers of ViSIT. The planning activity will be a major
component of the January 2011 meeting.

The tasks to be completed before the submission of the CI proposal include:

» Scoping the hardware and software systems, including the determination of
expected life-cycle cost to operate over its useful lifetime.

* Developing a plan for maintaining and enhancing the proposed infrastructure up to
and beyond the sunset of the planned CI grant.

* Qutreach to solicit input from the CMMAP community and the national HPCC
centers on the design of the hardware and software components and external and

internal interfaces of the proposed infrastructure.

» Soliciting input from the CMMAP community on the design of the education and
outreach activities that will be associated with the proposed infrastructure.

» Developing a site plan for the hardware, in cooperation with the CSU
administration, including the university’s Facilities office.

13

» Developing an operations plan, which must take into account the education and
outreach activities.Initiation of a planning process to determine hardware and
software configuration and a likely data loading model to size the system against

5 Manaacement Plan

L)

Many difficult
choices must be
made; for example,
choosing which
fields to output, and
what subsetted
spatial and temporal
resolutions to save,
are complex.

CMMAP standard?
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The Program Planning Prism

® Management
® CIWG (Cyberinfrastructure Working Group)
® Data Policy
® Software Policy

® Resource Plannin
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R:Analysis and Plotting

The R Project for Statistical Computing

o mmn
1;» |
anly

L@ hetg [ feww r-project.ong/

¢ Q- R download Q

Click to LOOK INSIDE!

What's new?

Dowmload, Packages

CRAN

R Project

Foundation

Hadley Wickham

CS5F's Cuide 10 meoCDF and R
4 xS g feww mige. vt ede | CSP Software Nescdl)

M =

[Y]X,6][X|0]6)

LCAR | NCAR Satistics
CISL | IMAGe | Statistics | Contact Us | Vs Us | Pecple Search

GSP's guide to netCDF format data and the 'R' package "ncdf'.

DEICDF is & common, sef-Sescribing, portable Sinary format for geophysical dats. GSP made an executive decision earfier this year (l.e.
Tim and Coup tafed after lunch) 1o use this format as much as possidie when Creating o manipuating data sets. For the statistical
readership we should note that there are contriduted packages for R that allow for the efficient reading and writing of netCOF files and
part of the intent of this web page is to provige some simple Exampies to get users started. Some advantages of this format are

Publcations Projects

o The netCOF libraries Lo create and access Mles for many (aN7) architectures are free and avallable through UNIDATA.

* A natCDF filg not only containg the “dota™ Dut a0 & description of the variables, the crestion history, and any other imgortant
Mributes aDOVT the dots seL

* A netCOF fle is & reasonably compact portable tinary format. |.e. You can make 0ne on & ‘supercomputer’ and read It on & PC.

¢ Thae netCDF interface can extract parts of 3 large data Nie withowt having 10 read the entire recerd, Since many netCOF files are o~
Cigabtytes, this is important.

o netCOF is 8 standard format not only for gecphysical cbservational data Dt also for numaerical model outpest, such as the NCAR
COmMmMunity cimate system model.

* A contributed package in B, nodf is free, readily ‘abk
available in the Unidata Sbrary.

, and wiifies the interface to the otharwise gory low-level routines

A brief description of netCDF

WIth regerds o netCOF, a littie philcacply goes 8 long way. A netCDF file Is Intended to grovide all the Information needed o interpret
the deta, as well as the data itself, The information aSout the length of sach dimension, how many dimensions, the units of the guantity,
ele. are 3l contained In a netCDF Nle. They are Intended to be seif-describing. The ~etCOF format is Mexidie encugh 10 aliow for &
tremendous variety of incantations. Some netCDF Nles contain the detas for (& set of) red Se Inatn, , SOme represent the cutput
of a General Circulation Model (GCM), or a set of observations taken at » weather station, for exampie. All three cases will be explored
the following discussion.

The netCOF file can be Broken down into logical parts. To that end, lets take a look at the header of a very simple netCDF fNie,
notllr example {

“«»

LRarch ALe | o

(e

. [cetting Started:

The R Project for Statistical Computing

™
e ) ®
< ® e
(&)
', &)
L
oo -
a
Is)
Factor 3 [19%)

Y

- o~ 2 2

e R is a free software environment for statistical computing and graphics, It compiles and runs on a wide variety of
UNIX platforms, Windows and MacOS. To download R, plkease choose your prefemed CRAN migror.
o If you have questions about R like how 10 download and install the software, or what the license terms are, please

read our answers 1o frequently asked questions before you send an email.

oO00 - : RCL = 3D Real-Time Visualization Device System for R
- | » o7+ @ nup://rglneoscientists.org/download.shmi

m &

¢ | (Qr3dvisual®)

3D Real-Time Visualization Device System for R

Get it from CRAN

rgl package details at hitpJicran.r-project.org/src/contrib/Descriptions/rgl.html
Get it from our local Archive

Checkout the latest revision

See Developer section for details.
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John Helly
Scripps Institution of Oceanography
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Developer Tools
Migrating code to Future NSF resources
(http://www.sdsc.edu/us/consulting/migration.html)
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(http://www.ibm.com/developerworks/aix/library/au-satbuildscript.ntml)
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Read more

Recent comments
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Application Server 7
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DB2
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MySOL
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DataStar

GPFS 185 TB

BlueGene

GPFS 37 TB

IA-64
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Management

Data Policy
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Data Policy

® Data published on the CMMAP Digital Library is in the
public domain but registration and authorization
required to access it

® this is to prevent hacking and bot-crawling and
® provide tracking of who is accessing the data
® All metadata is public

® will be published via a new OAI (Open Archive
Initiative) service to be instituted this year

® CF metadata conventions are followed

® VWe are investigating the use of DOIs (digital object
identifiers) for data consistent with the scholarly
publication process
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Community Support

Data Interoperability
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Resources

Visualization of Very

Large Datasets
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3D visualization of geodesic data
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3D isocontours of vorticity.

Plots and movies courtesy of Prabhat (lbnl)

VisIT

Composite plot of multiple mesh types and variables in the geodesic
grid. Cell area (2D cell-centered data) and wind velocity (3D corner-
centered on layers) data is shown by pseudocolor plots. Pressure (3D
cell-centered on layers) is shown by contour lines.
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Community Support

Model Code Portability
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SP-CCSM
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Future Testing

* Remote viz on Teragrid
—TACC (UT Austin) / SPUR

—Super-LES data
—ParaView (client-server, remote X-session over ssh)

e UCSD Cave
* SDSC high-capacity network connections
e CSU network connections

* Other interested parties?
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