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Outline 
• Allocations and request schedule

• CMMAP Community Accounts on Kraken 
(moved from Steele)

• Digital Library Holdings

• Hugh Morrison’s project

• Karen Schuchardt Parallel I/O Update

• Remote TB-scale Visualization

• GPU evaluation using Ross Heikes kernel
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Sensitivity tests of the Multiscale Aerosol 
Climate Model using Teragrid resources 
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Pritchard3, Minghuai Wang4

1NCAR
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3SCRIPPS/UCSD/University of Washington
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CMMAP meeting, Jan 10, 2012
#NCAR is sponsored by National Science Foundation



- Ongoing project with extension of large Teragrid 
allocation (though Jan 2012)
 
- Broadly, the goal is to investigate key sensitivities with 
the MACM to microphysics parameters and CRM 
configuration (e.g., grid spacing, domain size, etc.) 

- Key science issues: 
• impact of microphysics (e.g., hail vs. graupel, 1-moment vs. 2-
moment) and CRM configuration on deep convective 
characteristics, in particular propagating convection in central 
US (Pritchard et al. 2011)
• poor simulation of precipitation frequency and distribution in 
global models of all scales (Stephens et al. 2010), which may be 
due in part to microphysics









Digital Library Holdings

Thanks to Jack Ritchie 
and Hugh Morrison



GPU System / Part of NICS



Remote Visualization of 
GigaLES MMF Run





Remote Visualization



 QN = "Non-precipitating 
Condensate (Water+Ice)" ;
  QN:units = "g/kg      " ;



CMMAP Data Services Update

Karen Schuchardt
Ft Lauderdale
January 2012



Outline
Zgrid IO

Visualization (Visit) Update

Pagoda Update

Geodesic Data Model Update

IO Agent



Visit – Climate Skin Prototype



Pagoda 0.6

NCO Pagoda
ncks pgsub

ncra pgra

ncea pgea

ncwa (soon, v0.7)

ncbo pgbo

ncflint pgflint

ncrcat (soon v0.7)

ncecat (soon v0.7)

ncrename

ncatted NA*

ncpdq

ncap/ncap2

Fully data parallel
Output verified against NCO

Tested GCRM data
4 km (in progress and painful)

Tested against ANL data
1/8 degree CAM HOMME
19 8.5GB files (15 variables each)
19 2.5GB files (4 variables each)

Assumes NCO infallible
Scriptable (but not as simple)
Plan to incorporate ESMF parallel gridder
Working on schemes to improve parallel 
reads – promising but deferring
Practical considerations have led us to add 
ncrat and ncecat

* Not a parallel operation



CMMAP MIP? 

• Benchmark cases for GCRM and 
comparative models (e.g., MMF in aqua-
planet?)

• Which physics in each? (GCRM vs MMF)

• Additional testing with Arakawa’s unified 
parameterization

• Coupled Atmos-Ocean with newer physics 
or MACM in coupled mode


