An update on GigaLES-2

Don Dazlich
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What is GigaLES!?

® Giga - 10?7 grid points (2048 x 2048 horizontal x 256 layers)

® |ES - with 100m horizontal and 50m vertical discretization
the model simulates scales from the large eddies associated
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Model Configuration

SAM 6.10.4 modified to include:

e New cloud optical properties based on CAMS5, including radiatively-active snow
and using predicted size distributions from the two-moment microphysics.

e Lagrangian Parcel Tracker (LPT) diagnostic package that predicts the trajectories
of user-defined parcels.

e The elliptic pressure solver and 3D output routines were replaced with more
computationally scalable versions.

2048x2048 horizontal domain with 100m grid spacing - 205km x 205km.

256 vertical levels: 50m spacing near surface; 100m spacing near tropopause,
300m spacing near model top (27km).

GigaLES 1 GigalLES 2

Large Scale Forcing GATE (IDEAL) - steady | TWP-ICE - time-varying

Radiation Prescribed steady RRTM interactive
Microphysics Single Moment Two-moment Morrison 2005
Scalar Advection MPDATA Ultimate Macho - 5th order

Duration 24 hours 4 days (and continuing)




Tropical Warm Pool -
International Cloud

PSR L ocation - 130.9E,12.4S

po . ' Intense measurement period - 18 Jan
AR | R "Ry 2006 - 4 Feb 2006.

Features active (19 Jan.-25 Jan.) and

ﬂ'mm SEE  suppressed (27 Jan.-4 Feb.) monsoon
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- intercomparison specifications in Fridland
et al, 2012. The domain is treated as a
uniform ocean surface with fixed SST.
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Run Status

®  Control - no snow-radiation interaction, 1600m, 64L - 17 days

®  Control - no snow-radiation interaction, 800m, 256L - 17 days

®  CAMS snow radiative properties, |600m, 64L - 17 days

®  CAMS snow radiative properties, 800m, 256L - 17 days

®  CAMS snow radiative properties, |00m, 256L - 144 hours (complete)

® LPT 100m, 256L - 2 hours starting from hour 48 of the previous run

Surface Precipitation

TWPICE
200

190 —
180 —
170 iy
160 |
150
140
130 |
120 |

> 110}

g 100 f

£ 90}

\ 110

100

90

80

70

60

50

40

30

I T I S I O O
m/s

0 34 68 102 136 170 204 238 272 306 340 374 408
Elapsed Time (hours)

— 1600m, 64L —— 800m, 256L
— 100m, 256L

20 |

Maximum Updraft Velocity

TWPICE
\

12 24 36 48

1600m, 64L
— 100m, 256L

60 72 84 96 108 120 132 144
Elapsed Time (hours)

— 800m, 256L



Resources Awarded in September

Your request:

Large Eddy Simulations (GigalLES) of Deep Convection Over Continental and
Oceanic Domains Using the System for Atmospheric Modeling (SAM) Cloud-resolving
Model (CRM)

ATM100027

Has been awarded and allocation on the following resources:

SDSC Appro with Intel Sandy Bridge Cluster (Gordon Compute Cluster):
613,018.0 SUs
TACC Dell PowerEdoe C8220 Cl ster W1th Intel Xeon Phl coprocessors (Stampege)
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Output types - OUT_LPT

® Lagrangian Parcel Trackers

® 46800640 (every grid point at 35 levels

from 250m to 17,250m every 500m
initialization at hour 48.

® 30 s frequency
® 37 variables

® NetCDF-4 with compression, | file per
timestep ( |3 GB/file)

DB: TWPICE_gigalLES_LTPO48_LPTO0001.nc
Cycle: O
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Analysis example

® Probability density function of precipitation

Hour 45-51

ol
10’
Precip rate, mm/day




Distribution

® Currently, must contact me to arrange transfer.

® | will extract the fields you want to minimize the size of the transfer.

® Files < 2GB in size can be placed on the Randall group doc exchange -

http://kiwi.atmos.colostate.edu/rr/docexch.php

® OUT STAT files have been placed there already and available for download and
inspection

TWPICE_1.6km_64L._CONT.nc.gz Aug 04,2014
TWPICE_1.6km_64L._RADSNOW.nc.gz Aug 04,2014
TWPICE_800m_256L_CONT.nc.gz Aug 04,2014
TWPICE_800m_256L_RADSNOW.nc.gz Aug 04,2014
TWPICE_gigalLES .nc Jul 24,2014



http://kiwi.atmos.colostate.edu/rr/docexch.php

Distribution - update

® |n the last six months GigalLES data has already been distributed:
Steve Krueger - Utah

Brian Mapes - Miami




Land GigalES - MC3E

OKLAHOMA

|OP - 22 Apr 201 | to 6 Jun 201 |

Plan:

* 22 Apr to 22 May - spin up land-surface
heterogeneity (800m horizontal resolution)

* 0600UTC 22 May - I1800UTC 25 May - run
GigaLES and continue 800m.

The GigalES will simulate a period
of convection occurring 23-24 May.

A 800m x 256L spin-up is complete
through 0600 22 May. We are
evaluating the response of the land-
surface to this point.

Have already found the need to
adjust the respiration to bring the
CO; into reasonable balance.



Summary

GigalES-2 simulation has completed all six days planned at 100m
for the TWPICE case. Over 60 TB output generated to date.

|00m has been run with LPT for two hours starting from hour 48.

Data still only available through me (dazlich@atmos.colostate.edu)

Working on a complete data archive at TACC ranch.

Land case has spun-up the land surface heterogeneities and is

A y ~ I } ks N g g e e Y k) e STy o Lt T G P S AT AV o el Pl e
) f ‘_’Q - 0,_ CWU11C . o WO _.‘-h_-“’:' Sl-Ea ':JL- L Hes A ALy =YL Ty VPSR e 303 e o B P Joli 8 A5 'J

s 3 e T W0 18 AN o T {15
RE L : - T £ TR L hy TRV S v i el % e """“"3" Jaka % ol
Py A ey e SN @ N A e e D A T e B DAL | o AE Lo SRR ¥ i et 4 S AT G M S S S R i S 3o (Lt Lt sl 5, A MUk R L L o


mailto:dazlich@atmos.colostate.edu

