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CIWG Agenda
• Talks

• User support (Mark Branson)

• Large File/Parallel I/O Status (Karen Schuchardt)

• Status & Progress

• NSF/Teragrid allocations, DOE/INCITE allocations  

• Digital Library holdings, Circulating Disk Drives, Bulk Data Transfer

• Developing Teragrid community account for single-point-of-access MMF 
runs

• On-going Issues

• Model Taxonomy & Software Configuration Management:  What’s the 
status of the codes and where are they

• Strategies for Post-processing Model Output

• Large-memory node computer at UCSD

• Teragrid visualization

• Renewal Proposal Outline



Heads-Up



Smithsonian/CMMAP?



Upcoming Opportunities for Allocations



Mark Branson
CMMAP User Support



SPCAM-SOM model 
simulation

• insertion of SOM into SPCAM amip code 
(not 3.5.0), Sept 2001-2005

• SOM active only in the tropics (20S to 
20N).  Based on Waliser et al. (1999)

• in addition to usual monthly-averaged 
history files, we saved a subset of variables 
every day and some every 6 hours



GIGA-LES Data Availability

• We temporarily have the 3D netcdf output 
files from Marat's GIGA-LES simulation 
available at the Data Analysis Services Group 
(DASG) at NCAR

• The files can be accessed from bluefire (/gpfs/
proj2/dasg007/gigales)

• Is there enough user interest to request 
additional time for this space allocation?



Karen Schuchardt
SCIDAC

Collaboration





MMF-Parameterization 
Workshop

• Led by Steve Krueger
• Maybe virtual (teleconference)
• Aid researchers in the integration of 
parameterizations into SAM (not GCM 
per Marat)
• Get Teragrid resources to support this







Simple 
Methods 
of Data  

Download (2)
and 

Upload (1)

SAM-QFS has 16 tape drives, an 304-TB disk cache

- Meta Data Servers:  2 x Sun x4600

- Data Login Servers: 2 x Sun v40z / 

6 x 1GbE connections to the TeraGrid/HPC network

- Tape Drives

16 STK 9940-B tape drives

- 24 IBM J2 3592 tape drives

Storage Resource Broker (SRB)

Bulk Data Transfer
SRB Client

Selective 

Data Transfer



Circulating External Disk Drives 

• FAT32 volume format
• USB 2.0 connector

• SRB-client can also bet used for 
non-web data transfer ala rsync

• List-base scripts are also possible 
if they are desired



Model Taxonomy & Software 
Configuration Management

• Model codes
• Utility codes



•Pritchard•Kharoutdinov
•Marchand

•Heikes

•Demott





Visualization



TeraGrid User Portal Now Offers Interactive Remote Visualization on Spur

The TeraGrid User Portal team is pleased to announce the transition of the user portal's 
Remote Visualization feature from Maverick to the new TACC Visualization resource, 
Spur. The remote visualization service offers interactive visualization capabilities 
through a remote VNC desktop session for users needing to analyze very large data 
sets residing on Spur or Ranger, and requires only a Java-capable browser, an active 
Spur allocation, and a VNC password set on Spur. The transition to Spur will greatly 
increase the performance and capability of this service. Spur system configuration 
includes a Sun Fire X4600 server (master node) with:

• 8 dual-core CPUs (16 cores)
• 256 Gigabytes of Memory
• 4 NVIDIA Quadro FX5600 GPUs

7 Sun X4400 servers (visualization nodes), each with:
• 4 quad-core CPUs (16 cores)
• 128 Gigabytes of Memory
• 4 NVIDIA Quadro FX5600 GPUs

Total system capability: 128 cores, 1 Terabyte aggregate memory, 32 GPUs
TeraGrid User Portal users may access this service as before, by logging into the portal, 
visit the 'Resources' area and select the 'Remote Visualization' to use the Spur Remote 
Visualization service.

At least one tool called ParaView



3D visualiza+on of geodesic data

3D isocontours of vor+city.

Composite plot of mul+ple mesh types and variables in the geodesic 
grid. Cell area (2D cell‐centered data) and wind velocity (3D corner‐
centered on layers) data is shown by pseudocolor plots. Pressure (3D 
cell‐centered on layers) is shown by contour lines.

Plots and movies courtesy of Prabhat (lbnl) 

VisIT



ParaView



Renewal Proposal



1. Cyberinfrastructure Working Group
1.1. Large-Eddy Simulation Run

1.1.1. Research derived from that (at least one poster last night)
1.2. Data Conversion Project

1.2.1. How is that data being used
1.3. MMF-Community Account/Science Gateway
1.4. ʻIntegrating New Parameterizations into MMFʼ Workshop

2. Digital Library
2.1. Data Distribution
2.2. Software Distribution
2.3. Maybe evolve into CMMAP Atlas of Cloud Modeling?

3.  Large Volume Data Transfer and Visualization
3.1. Need an experimental setup
3.2. Potential collaboration with Museums

4. Computing Resources
4.1. UCSD Matching (Storage Resources, maybe Computing)
4.2. Analysis & Visualization
4.3.Teragrid Integration

4.3.1. Community Account
4.3.2. Petascale Computing

4.4. Earth System Grid Integration
4.4.1.SCIDAC Collaboration
4.4.2.Unstructured grids

5.Standards
5.1.CF-Metadata

6. Education and Outreach
6.1. Graduate Student Workshop(s)
6.2. MMF-Training Workshop (?)
6.3. Visualization Training Workshop (?)

Cyberinfrastructure
Renewal
Outline



Research & KT Factoring
Needed



Topics Inventory
• Cecilia DeLuca: National Unified Operational Predictive 

Capability (Interoperability?)

• K. Schuchardt: Large-file/Parallel I/O

• Single-column model resources desired.

• K. Musgrave: On-line Tutorials for MMF (SPCAM) (Grad. Student) 
(Look at WRF/CAM as example)

• M. Branson: SPCAM/SOM dataset (AMIP, hourly CRM variables)

• I. Baker: need to get land-cover data exemplars out to exposure.

• Need clarification of dataset naming and genesis

• S. Krueger: SPCAM User’s Group Workshop

• R. Heikes: SVN access to from DL also larger question of 
CMMAP-level SVN service still open (svn://



Backup





Data Conversion (com3D->netCDF)

by Mark 
Branson/CSU


