
An Introduction to Earth System Models



AT745 Earth System Models 2024
Dave Randall and the Earth System All Stars

Total of 28 classes, each 75 minutes long
We will schedule make-ups for three missed classes.

https://hogback.atmos.colostate.edu/group/dave/at745/

This fall AT745 will deal with “Earth System Models” (ESMs), which include representations of the atmosphere, the ocean, the land 
surface, sea ice, and in some cases continental ice sheets. The nature, scope and history and formulation of ESMs will be covered in 
general terms..

Each student will “adopt” and make two presentations about a current ESM. The first presentation will discuss the history and 
formulation of the model in general terms. The second presentation will zoom in on one particular aspect of the model.  Both 
presentations will include a discussion of results produced by the model.  

We will of course also compare the models with each other. 

Guest lecturers will cover subjects that are far from my expertise. That’s where the Earth System All Stars come in. The table below 
lists who will present what. The order of the presentations will be close to what is shown in the table, but not exactly the same. 

Feel free to contact me if you have questions or suggestions.

https://hogback.atmos.colostate.edu/group/dave/at745/


What is a model?

The atmospheric science community includes a large and 
energetic group of researchers who collect measurements of 
the atmosphere.  

The data by themselves are just a pile of numbers. 
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What is a model?

The atmospheric science community includes a large and 
energetic group of researchers who collect measurements of 
the atmosphere.  

The data by themselves are just a pile of numbers. 

DataTo make physical sense of the data, some sort of model is 
needed: a qualitative conceptual model, a quantitative analytical 
theory, or a numerical model. 

Accordingly, a large and energetic group of researchers is hard 
at work developing models. 

Stories

The models by themselves are just “stories” about the 
atmosphere. But the stories must be true, as far as we can tell.



What are models used for?

Understanding — models as collections of ideas

Tools for organizing and interpreting 
measurements

Tools for performing numerical experiments

Simulation — models as software tools

Quantitative accuracy

Practical applications including forecasting



Global forecast models

Produce a product for a 
customer

Operate on a fixed schedule

Need modeling “technology”

Need measurements as input

Produce analyses and 
reanalyses

Sometimes achieve important 
scientific advances



What does it mean to understand something?

We say that we understand something when 
we can connect it with a larger set of ideas, 
with at least semi-quantitative accuracy. 

Sometimes we can simulate something 
without understanding it.

Sometimes we think we understand 
something but lack the ability to simulate it.



What is a climate model?

At a minimum, a climate model contains representations of 
the atmosphere, ocean, sea ice, and land surface.

Some climate models are highly simplified so that they can 
run fast on computers.

Other climate models are much more detailed, and run more 
slowly.

And then there are models of  “intermediate complexity”.

All three types are needed; they form a hierarchy of models.
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• Global Climate Model
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Detailed climate models contain GCMs. 
What does “GCM” stand for?

• Global Climate Model

‣ By definition, aimed at climate.
‣ The name excludes NWP.

• General Circulation Model

‣ What the heck does “general” mean in this context?
‣ Can be either ocean or atmosphere, or both.
‣ Can be aimed at climate or NWP.

• Global Circulation Model

‣ Accurate and flexible.
‣ In my opinion the best use of the acronym.



Is an Earth System Model the same as 
a climate model?

Initially no.  An ESM was a climate model plus a closed carbon budget.

As time has passed, the term ESM is  becoming more synonymous with “climate model.”

There is a trend towards calling coupled forecast models ESMs.



The scope of a model

Vertical extent?

Chemistry?

Range of scales? Biology?



The scope of this class



Date Who What
8/20 David Randall, CSU Historical overview 1
8/22 David Randall, CSU Historical overview 2
8/26 David Randall, CSU Dynamical cores 1
8/27 David Randall, CSU Dynamical cores 2
8/29 David Randall, CSU Boundary layer 

parameterization 1
9/3 David Randall, CSU Boundary layer 

parameterization 2
9/5 Missed class
9/10 Andrew Gettelman, Pacific Northwest 

National Laboratory
Microphysics parameterizations

9/12 Robert Pincus, Lamont-Doherty Earth 
Observatory|(virtual)

Radiation parameterizations

9/17 Nicholas Pedatella, NCAR/HAO Modeling the high atmosphere
9/19 Alice DuVivier, NCAR/CGD Sea ice models
9/24 David Randall, CSU Cumulus parameterization 1
9/26 David Randall, CSU Cumulus parameterization 2
10/1 Missed class
10/3 Scott Denning, CSU Land surface and carbon cycle 

modeling
10/8 Student presentations Model overview

10/10 Student presentations Model overview
10/14 TBD TBD
10/15 Gokhan Danagasoglu, NCAR/CGD Ocean models 1
10/17 Gokhan Danagasoglu, NCAR/CGD Ocean models 2

Date Who What
10/22 Jadwiga Richter, NCAR/CGD Gravity wave drag 

parameterizations
10/24 Missed class
10/29 Rich Loft, AreandDee LLC High-performance computing 

for ESMs
10/31 Rebecca Buchholz, NCAR/ACOM Chemistry parameterizations
11/4 Dmitrii Kochkov, Google Neural GCMs
11/5
11/7
11/12 Peter Jan van Leeuwen, CSU Data assimilation
11/14 Jon Petch, NCAR/CGD Operational NWP
11/19 Pat Keys, CSU People parameterizations
11/21 David Randall, CSU A look ahead
12/3 Student presentations Model focused
12/5 Student presentations Model focused

TBD Gunter LeGuy, NCAR/CGD Ice sheet models
TBD Brian Dobbins, NCAR/CGD Software infrastructure for 

ESMs
TBD David Randall, CSU Tuning
TBD David Randall, CSU Open source and 

Intercomparisons including 
CMIP and IPCC



Now we continue with Chapter 1.



• Mass

• Momentum

• Energy
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• Sea ice
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• Marine biology

• Soil

• Terrestrial biology 
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Atmosphere

• Mass
• Momentum
• Energy
• Moisture
• Various chemical species



Ocean

• Mass
• Momentum
• Energy
• Salt
• Sea ice
• Various chemical species
• Marine biology



Land Surface

• Soil
• Terrestrial biology 
• Energy
• Water
• Snow, etc.
• Carbon



Ice sheets

• Rheology

• Bottom friction 



Couplers/Mediators

Communicate fluxes between components

Account for differences in grids

Maintain conservation of water and energy 

CESM Compatibility

CMEPS 
Mediator

River		
DROF			MOSART

NUOPC	Cap

Land	Ice		
			CISM

NUOPC	Cap

Sea	Ice			
DICE					CICE5,	CICE6

NUOPC	Cap

Ocean			
DOCN				MOM6			POP					

NUOPC	Cap

WAVE		
			DWAV			WW3

NUOPC	Cap	

ESP	
			DESP			DART			

NUOPC	Cap	

ATM		
DATM	UFSATM		CAM

NUOPC	Cap

Land		
DLND					CTSM

NUOPC	CAP
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Aspirations
Create a realistic and flexible simulation tool.

In the process of designing the model, learn 
about how the real world works.

Use numerical experiments to learn even 
more about how the real world works.

Simulation

Understanding



Physics

Dynamics

“Physics” refers to parameterized 
processes.

“Dynamics” refers to everything else.



The climate system starts at the molecular scale and works up.

Molecular 
scale

Planetary 
scale

The many emergent phenomena of the global atmosphere originate with fundamental 
physical principles that apply on small scales. 



Scales of motion

Kolmogorov 
microscale

( ν3

ϵ )
1/4



Modelers build parameterizations that connect the molecular scale to the grid scale.

Molecular 
scale

Planetary 
scale

The many emergent phenomena of the global atmosphere originate with fundamental 
physical principles that apply on small scales. 

Grid 
scale

We also build dynamical cores that connect the grid scale to the planetary scale.

Parameterizations Dynamical core



Molecular 
scale

Planetary 
scale

Grid 
scale

Near the grid scale, the motions are “represented” but not resolved.

Parameterizations Dynamical core



Coupling is actually a more general issue.

Coupling components

Coupling physics and dynamics

Coupling different parts of the physics 

CESM Compatibility

CMEPS 
Mediator

River		
DROF			MOSART

NUOPC	Cap

Land	Ice		
			CISM

NUOPC	Cap

Sea	Ice			
DICE					CICE5,	CICE6

NUOPC	Cap

Ocean			
DOCN				MOM6			POP					

NUOPC	Cap

WAVE		
			DWAV			WW3

NUOPC	Cap	

ESP	
			DESP			DART			

NUOPC	Cap	

ATM		
DATM	UFSATM		CAM

NUOPC	Cap

Land		
DLND					CTSM

NUOPC	CAP

Physics

Dynamics
The mixed-layer forcing

Surface evaporation Surface sensible heat flux

Entrainment into the mixed layer

The mixed-layer forcing exerts a powerful influence on convection, 
because what happens in the mixed layer affects an updraft’s buoyancy at all levels.

Cumulus 
updraft

Boundary layer



Synergy with high-performance computing

Global models have always used the fastest computers available.

Model design is influenced by computer hardware.
Clock speed
Memory capacity
Parallelism

Computers  have evolved in several different directions over the years.
Scalar machines
Vector machines
Massively parallel machines
Machines based on GPUs (graphical processing units, a.k.a. game chips)



 A “Grace-Hopper” super-chip

Grace Hopper
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100 Years of Earth System Model Development

DAVID A. RANDALL,a CECILIA M. BITZ,b GOKHAN DANABASOGLU,c A. SCOTT DENNING,a

PETER R. GENT,c ANDREW GETTELMAN,c STEPHEN M. GRIFFIES,d PETER LYNCH,e HUGH MORRISON,c

ROBERT PINCUS,f AND JOHN THUBURN
g

aDepartment of Atmospheric Science, Colorado State University, Fort Collins, Colorado
bDepartment of Atmospheric Sciences, University of Washington, Seattle, Washington

cNational Center for Atmospheric Research, Boulder, Colorado
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ABSTRACT

Today’s global Earth system models began as simple regional models of tropospheric weather systems.
Over the past century, the physical realism of the models has steadily increased, while the scope of themodels
has broadened to include the global troposphere and stratosphere, the ocean, the vegetated land surface, and
terrestrial ice sheets. This chapter gives an approximately chronological account of the many and profound
conceptual and technological advances thatmade today’smodels possible. For brevity, we omit any discussion
of the roles of chemistry and biogeochemistry, and terrestrial ice sheets.

1. Introduction

The development of models for numerical simulation
of the atmosphere and oceans was one of the great sci-
entific triumphs of the twentieth century. The models
have added enormously to our understanding of the di-
verse and complex processes at work in the Earth sys-
tem, and to our ability to produce realistic simulations of
both near-future weather and the longer-term future of
the climate system. Understanding and simulation are
the two broad goals of model development.
Today’s global atmospheric models are commonly

coupled with ocean models, sea ice models, and land
surface models that include representations of terrestrial
vegetation and the carbon cycle. Because of the diversity
of processes represented, it is becoming more common to
refer to these large coupled models as ‘‘Earth system
models (ESMs),’’ especially when the carbon cycle is in-
cluded. In ESMs, the atmosphere, ocean, sea ice, and land
surface models are included as submodels, which can be

viewed as components of the larger coupled model. Some
ESMs also include components representing atmospheric
and marine chemistry, terrestrial ice sheets, ocean bi-
ology, and biogeochemistry, but we will not discuss those
topics in this chapter. The atmosphere and ocean sub-
models of ESMs are often referred to as global circulation
models (GCMs).
Each component of an ESM includes exchanges of

mass, momentum, and energy with one or more of the
other components. The atmosphere model is the only
component of an ESM that carries out exchanges with
all of the other components.
The air, water, and ice are in constant motion. In the

atmospheric component of an ESM, the adiabatic terms
of the equation of motion, the thermodynamic equation,
and the continuity equations for dry air, moisture, and
chemical species are solved on a three-dimensional grid1

using what is called a ‘‘dynamical core.’’2 The horizontal
and vertical grid spacings determine the spatial ‘‘resolution’’

Corresponding author: David A. Randall, david.randall@
colostate.edu

1 Spectral models are discussed later.
2 ‘‘Dycore’’ for the enthusiasts.
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Assignment:

Read the 100 years paper.



The Dawn of Earth System Modeling



How did we get here?
The conceptual groundwork for today’s weather and climate models was laid in Europe.

C. G. RossbyV. Bjerknes L. F. Richardson



At the beginning of the 20th century,  
Vilhem Bjerknes (1862-1951) 
understood that it is possible to predict 
the weather by solving differential 
equations.

~1900



“The scheme is complicated because the atmosphere is complicated, but it has been 
reduced to a set of computing forms.... Perhaps  some day in the dim future it will be 
possible to advance the computations  faster than the weather advances and at a cost less 
than the saving to mankind due to the information gained. But that is a dream...”

1922

Lewis F.  Richardson



Richardson’s Model

Governing equations

Finite-difference in spherical horizontal 
coordinates with height as the vertical 
coordinate

Horizontal grid spacing: 

About 200 km

Horizontal staggering: 

E grid

Vertical staggering: 

L grid



Disastrous results

The surface pressure tendency at a 
grid point was 145 mb over 6 hours, 
while the observations showed 
practically no change.

Charney (1951): 

“That the actual forecast ... was unsuccessful was in no way a 
measure of the value of his work... The real value ... lay in the fact 
that it crystallized once and for all the essential problems that 
would have to be faced by future workers in the field.”



Rossby publishes his famous 
paper on the Rossby wave, 
but without detailed 
justification. 

1939



1947

Charney’s paper 
on baroclinic 
instability. 



1949

Charney publishes papers laying 
the foundation for numerical 
weather prediction,  and 
explaining why Rossby’s model 
worked so well. 



Late 1940s

John von Neumann and ENIAC Jule Charney, Norman Phillips, Glenn Lewis, 
Norma Gilbarg, George Platzman.
The computer in the background of this picture 
was called the MANIAC I.





Staff members of the Electronic Computer 
Project, 1952, including Lambert Rockefellow, 
Elizabeth C. Wooden, Norma Gilbarg, Hedvig 
Selberg, Frank E. Fell, Hewitt Crane, Richard 
W. Melville, Ephraim H. Frei, Margaret Lambe, 
Peter Panagos, Gordon Kent, Norman Phillips, 
Herman Goldstine, James Pomerene, Julian 
Bigelow, and Gerald Estrin.

https://albert.ias.edu/entities/archivalmaterial/
df460224-03e8-47b4-8941-e9878b49c113



1950

The first successful numerical 
forecast, using the nondivergent 
barotropic vorticity equation.

Grid spacing: 736 km



1950-55

First baroclinic numerical models 
(Charney and Phillips). 

Observational studies of the 
general circulation by Victor 
Starr’s group at MIT. 

Rotating annulus experiments at 
the University of Chicago (David 
Fultz). 

Operational NWP begins in the 
U.S., Sweden, &  Japan. 

Lorenz publishes his paper on 
available potential energy. 



1956

The first general circulation model is constructed by Norman Phillips, who 
promptly discovers nonlinear computational instability.



Late 50s

1955-60: The first experimental 
forecasts with the primitive 
equations (Hinkelman, Germany). 

1957: Phillips proposes the terrain-
following sigma coordinate.

1958: Smagorinsky builds a two-level 
general circulation model (zonal 
channel on a sphere). 

1959: Phillips publishes an 
interpretation of nonlinear 
computational instability. 



Early 60s

1960: Lorenz publishes “Energy and 
NWP.”

1960: A climate modeling project is 
started at the Lawrence Radiation 
Laboratory by Chuck Leith. 

1961: A climate modeling project is 
started at UCLA by Yale Mintz and 
Akio Arakawa. 

1962: Charney experiments with the 
primitive and balance equations.

IBM 7094



The Ancestral Models

GFDL UCLA

Lawrence Radiation Laboratory National Center for Atmospheric Research



The Ancestral Models

• The GFDL model 
‣ First radiation parameterization
‣ First cumulus parameterization
‣ “Bucket” land surface model 
‣ Relatively high vertical resolution

• The UCLA model
‣ Conservative numerical methods
‣ Mass-flux convection
‣ Radiatively interactive clouds

• The Livermore model 
‣ Short lifetime
‣ Pressure as the vertical coordinate
‣ Strong smoothing needed

• The NCAR model 
‣ Height as the vertical coordinate

USA only



The pioneers

Joseph Smagorinisky Syukuro Manabe Yale Mintz & Akio Arakawa Chuck Leith

Akira Kasahara & Warren Washington Kirk Bryan Bill Hibler Bert Semtner Piers Sellers & Robert Dickinson



The pioneers shown on the previous slide were all men. 

They all did their work in the United States, although 
three of them had grown up in Japan.

Among the first women to work with global models, 
starting in the 1970s, were Eugenia Kalnay and Claire 
Parkinson.



The First GCM Results

1963: Smagorinsky publishes his results. 

1964: Leith publishes his results. 

1965: Mintz publishes results from UCLA. 

1965: 9-level GFDL results are published by Smagorinsky, Manabe, and Holloway. 

1967: The NCAR 2-level model is published by Kasahara and Washington. 

1969: First ocean GCM results are published by Bryan.

NCAR’s CDC 3600, circa 1963



Mid-60s

1966: Charney makes predictability 
experiments with the three GCMs. 

1966:  The “Arakawa Jacobian” is 
published. 

1967: Manabe and colleagues 
begin to explore the effects of 
increased CO2, using simplified 
models.



First Ocean GCM

IOURMAL OF C'QMFUTATIONAL PHYSICS 4,347-376(1969) 

A Numerical Method for the Stu 
of the Circulation of the World Ocean 

KIRK BRYAN 

Geophysical Fluid Dynamics Laboratory, %.%A, 
Prince:on, New Jersey 08540 

Received December 26, 1968 

ABSTRRC-L 

A model is presented for studying ocean circulation problems taking into account 
the complicated outline and bottom topography of the World Ocean. To obtain an 
efhcient scheme for the study of low-frequency, large-scale current systems, surface 
gravity-inertial waves are filtered out by the “rigid-lid” approximation. To resoive speciai 
features of the ocean circulation, such as the Equatorial b’ndercttrrent, the numerical 
model allows for a variable spacing in either the zonal or meridional direction. The model 
is designed to be as consistent as possible with the continuous equations with respect ic 
energy. It is demonstrated that no fictitious energy generation or decay is associated 
with the nonlinear terms in the finite difference form cf the momentum equations. 
The energy generation by buoyancy forces for the numerical model is also designed in 
such a way that no energy “‘leak” occurs in the transformation from potential to kinetic 
energy. 

I. INTRODUCTION 

Starting with the pioneering work of Ekman and gaining increasing momentum 
in the last two decades, considerable progress has been made in explaining some 
of the major features of the ocean circulation. An important gap has exisled. 
however, between operational and theoretical studies. The fundamental problems, 
in the dynamics of ocean currents which engaged the attention of :heoreticai 
oceanographers has often seemed quite remote from the task of interpreting the 
data on temperature, salinity and other water mass properties brought back from 
oceanographic expeditions. Recent progress holds out some hope that this sirua;iort 
is changing. On the one hand, new techniques for making direct current measure- 
ments are producing a much more complete description of ocean currents: and of 
ocean turbulence on a smaller scale. On the other band, more attention is being 
focused on those branches of hydrodynamics most closely related to ocean circuia- 

347 

Kirk Bryan



Early Sea Ice Models



Global modeling in the 70s

• More global modeling centers are set up, some outside the 
U.S.

• Annual cycles are simulated.

• Arakawa & Schubert, 1974.

• “Climate simulation” usually means a perpetual January with 
prescribed SSTs.

• Vector computing arrives.

• Global numerical weather prediction begins, and ECMWF is 
created.

• First simulation of global warming.

• Models are used to simulate the effects of supersonic airliners 
on the stratosphere  
-- a loss of innocence.

• Cloud feedbacks hit prime time.

• Satellite data becomes more useful.

Cray 1-A

ECMWF



During the 1970s, with support from the Climate Impact Assessment Program (CIAP) of the U. S. Department of 
Transportation, some global atmospheric models were extended upward to include the stratosphere with interactive ozone 
chemistry, and used to simulate the effects of supersonic airliners on stratospheric ozone.  

This was the first time that agency funding was made available specifically for the application of global atmospheric models to 
investigate anthropogenic effects on the climate system. 

A loss of innocence



IBM 360/91
The machine had 4 MB of  solid-state “main” memory.
The CPU could do 5.5 million floating-point multiplies per second.
Disk drives held 2 MB and were the size of clothes washers.
Input was via a card reader.
Printers did 600 lines per minute

Computer “console” Disk drive Card reader “Line printer”





NCAR’s Cray-1

Delivered in 1977

Users had to be there in the building with it.

80 Mflops
8 MB of main memory





In 1975, Manabe & Wetherald predicted:

• Warming troposphere

• Greater warming near the poles

• Cooling stratosphere

• More rain and higher humidity



In 1975, Manabe & Wetherald predicted:

• Warming troposphere

• Greater warming near the poles

• Cooling stratosphere

• More rain and higher humidity

All of these things have now happened.



U.S. DEPARTMENT OF COMMERCE
NATIONAL OCEANIC AND ATMOSPHERIC ADMINISTRATION

- NATIONAL WEATHER SERVICE
NATIONAL METEOROLOGICAL CENTER

OFFICE NOTE 178

The NMC 9-Layer Global Primitive Equation
Model on a Latitude-Longitude Grid

John D. Stackpole
Development Division

MAY 1978

This is an unreviewed manuscript, primarily
intended for informal exchange of information
among NMC staff members.

1978: Global numerical weather prediction began in the U.S.

John Stackpole



At the end of the 1970s, the U.S. was firmly 
at the forefront of global modeling. 

The Ancestral Models
The work of Charney et al. led to the development of the first global atmospheric models, during the 1960s.  

All four of the models were developed in the U.S.

GFDL

Lawrence Radiation Laboratory

UCLA

NCAR



1979: ECMWF begins operations

The creation of ECMWF heralded a European renaissance in weather and climate modeling. 

ECMWF’s universally recognized scientific excellence, strong academic connections, and robust 
funding model produced the world’s most skillful global weather forecasts and also exerted, through 
collaborations and publications, a major influence on all of the world’s climate models. How did we get here?

The conceptual groundwork for NWP was laid in Europe.

C. G. RossbyV. Bjerknes L. F. Richardson



During the 1980s

• Hilding Sundqvist argues for predicting cloud water.

• The CCM is born.

• Land-surface modeling gets a higher profile.

• Spectral models become popular.

• The Earth’s radiation budget gets more attention.

• Global warming becomes a political issue.



Dickinson and Sellers begin work on 
land-surface process parameterizations. 



Climate modeling in the 90s

• The Age of Intercomparison begins.

• Parameterization testing becomes 
organized.

• Reanalysis gets under way.

• The spectral method starts to die, as 
semi-Lagrangian advection becomes 
popular.

• The carbon cycle gets attention.

• Aerosols become widely appreciated.

• The IPCC begins its work.

• Operational seasonal prediction with 
coupled models begins.

• Creation of the CCSM→CESM.

CCSM

Cray C90



Ice sheet models

therefore it is important to choose model parameters that
give an accurate spun-up geometry.
The coupled CESM1(CISM) model requires further

development to reduce biases and increase realism.

Desired model improvements can be divided into four
categories: 1) a more sophisticated dynamic ice sheet
model, 2) more accurate downscaling of atmospheric
fields to the land surface, 3) more realistic treatment of

FIG. 10. Climatological SMB of the simulatedGIS for the (a) preindustrial (1850–80), (b) modern (1970–2000), and (c) future (2070–2100)
periods averaged over the five top-ranking ensemble members.

FIG. 11. Time series of historical/RCP8.5 GIS evolution for the five top-ranking ensemble members. For all plots,
black lines represent simulated values from 1850–2005, and orange lines the simulated values derived from RCP8.5
forcing. (a) Net SMB. Thick lines are smoothed time series using a 20-yrmoving average, and adjacent thin lines show
a spread of one standard deviation using the same 20-yr window. All ensemble-member time series are essentially
superposed on each other, giving the appearance of one line. (b) Ice discharge. (c) Net ice volume change converted
to an increase in global eustatic SLR (black/orange line), SLR due to SMB alone (blue line), and residual SLR signal
due to climate-induced changes in ice flow (red line).
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The Glimmer community ice sheet model

I. C. Rutt,1 M. Hagdorn,2 N. R. J. Hulton,2 and A. J. Payne3

Received 18 March 2008; revised 23 November 2008; accepted 26 January 2009; published 10 April 2009.

[1] We present a detailed description of the Glimmer ice sheet model, comprising the
physics represented in the model and the numerical techniques used. Established methods
are combined with good software design to yield an adaptable and widely applicable
model. A flexible framework for coupling Glimmer to global climate forcing is also
described. Testing and benchmarking is of crucial importance if the outputs of numerical
models are to be regarded as credible; we demonstrate that Glimmer performs very well
against the well-known EISMINT benchmarks and against other analytical solutions for
ice flow. Glimmer therefore represents a well-founded and flexible framework for the
open-source development of ice sheet modeling.

Citation: Rutt, I. C., M. Hagdorn, N. R. J. Hulton, and A. J. Payne (2009), The Glimmer community ice sheet model, J. Geophys.
Res., 114, F02004, doi:10.1029/2008JF001015.

1. Introduction
1.1. Background

[2] In the last 3 decades, numerical modeling has become
established within glaciology as an important technique for
the understanding of ice sheet dynamics. Ice sheet models
are of particular importance if we are to predict the possible
response of ice sheets to climate change, and consequently a
number of such models have been developed over the years.
[3] This paper describes a thermomechanical ice sheet

model that uses the shallow ice approximation, and is
known as Glimmer. The paper focuses on a detailed
description of the core thermomechanical model and its
verification against established benchmarks. Our purpose is
to provide a reference document setting out concisely the
physics and numerics of the model, and demonstrating that
it passes a set of widely recognized tests.
[4] The name ‘‘Glimmer’’ was originally an acronym

devised to reflect the model’s beginnings as a component
of the GENIE earth system model [Lenton et al., 2007], and
stands for GENIE Land Ice Model with Multiply-Enabled
Regions. However, because Glimmer has developed subse-
quently as an independent model, the meaning of the name
is no longer important, and it is not capitalized.
[5] Use of the shallow ice approximation (SIA) in ice

sheet modeling can be traced back to the work of Mahaffy
[1976] and the thermomechanical model of Jenssen [1977].
The applicability of the SIA has been discussed at length
elsewhere in the literature [e.g., Hutter, 1983; Hindmarsh
and Le Meur, 2001; Pattyn, 2003], and although it lacks
representation of higher-order stresses in the ice, it has been
shown to perform well compared to full-stress models in a

wide range of glaciological situations [e.g., Leysinger Vieli
and Gudmundsson, 2004]. It is also important as a basis for
modeling ice sheet evolution over long time scales because
of its computational efficiency: numerous recent studies
have used models based on the SIA [e.g., Calov et al.,
2005; Charbit et al., 2005; Abe-Ouchi et al., 2007; Flowers
et al., 2008], and, accordingly, it continues to be the subject
of theoretical analysis [e.g., Saito and Abe-Ouchi, 2005;
Van den Berg et al., 2006]. Nevertheless, the use of the SIA
precludes the simulation of many of the rapid changes now
being observed in Greenland and Antarctica.
[6] Given the well-established nature of Glimmer’s the-

oretical foundations and its numerical implementation, it is
important to stress the characteristics which distinguish it
from its predecessors. First, the model has been verified
against a range of established standards, allowing a high
degree of confidence to be placed in its output. Second, the
software engineering design of the model, and its open
development process, have produced model code that is
well structured and well documented. The design of the
code is such that it is easy to deploy the model in a range of
experimental configurations, and to couple it to whatever
climate forcing is desired. Finally, Glimmer is supplied with
a sophisticated module (called GLINT) which allows cou-
pling to a global climate model or reanalysis data, and
which automatically handles the various temporal and
spatial transformations necessary. Taken together, these
characteristics mean that Glimmer is well suited to the
adaption and extension of its capabilities.
[7] All numerical models are approximations to reality:

all make compromises for the sake of efficiency and
tractability, and, in this, Glimmer is no different. Most
significantly, the use of the SIA precludes the direct
representation of ice shelf flow, because the stress balance
in an ice shelf is dominated by longitudinal and lateral stress
gradients, which are absent from the SIA. Some ice sheet
models [e.g., Huybrechts, 2002] attempt to overcome this
by including a separate ice shelf model; however, the
difficulties presented by doing so are significant [Vieli and
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Broader and Deeper



The models are not all independent. 
GCM Family Tree Circa 2000



ESMs are proliferating.

CESM

GFDL

E3SM

GISS

MPI

MIROC

ECMWF

UFS

And quite a few more…



List of CMIP6 models





Met Office 1999 Bracknell MPI Meteorology HamburgDeutsche Wetterdienst Offenbach

Weather & climate with the same global model

In ~1990, the UK Met Office created the Unified Model, which is used for both weather and 
climate.

About 10 years later, Deutsche Wetterdienst and MPI Meteorology teamed up to create the 
model that is now called ICON. It is used for both operational forecasting and climate 
research.



ECMWF has broadened its scope.

Today, ECMWF is directly involved in climate science through: 

• the EC-Earth project, 
• the Copernicus Climate Change Service, and 
• the Destination Earth initiative. 
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The Unified Model, ICON, and ECMWF’s Integrated Forecasting System are 
among the most advanced global models in the world today. 
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The Unified Model, ICON, and ECMWF’s Integrated Forecasting System are 
among the most advanced global models in the world today. 

In retrospect, Europe took the lead in global modeling decades ago, due in part to 
their visionary unification of weather and climate modeling. 

The U.S. has fallen behind. 
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between weather forecasting, data assimilation, and climate modeling.”

Progress towards this goal has been modest at best.





Bureaucracy

modeling groups could provide a more timely and 
comprehensive analysis of the results. This unprec-
edented openness ushered in a “new era” in climate 
change research (Meehl et al. 2007). The CMIP3 
multimodel dataset provided the basis for hundreds of 
peer-reviewed papers and played a prominent role in 
the IPCC’s AR4 assessment of climate variability and 
climate change. During phase 4 of CMIP (Meehl et al. 
2007), additional simulations were performed that 
could be used to separate anthropogenic and natural 
influences on twentieth-century climate.

The ongoing CMIP activities are organized by the 
WGCM, which represents the modeling groups. As 
part of the planning process, the WGCM received 
substantial input from potential users of the model 
output, some of whom are outside the traditional 
climate research community (e.g., scientists studying 
climate change impacts and policy makers). The 
experiments comprising CMIP5 were proposed, dis-
cussed, and prioritized by climate modelers working 
closely with other climate scientists and the biogeo-
chemistry community. Figure 1 shows the interna-
tional organizations that have a formal interest in 
CMIP. The WCRP, through the WGCM, coordinates 

CMIP. The climate research based 
on CMIP is performed by a broad 
climate research community, and 
results of that research can inform 
major assessment activities, such as 
the ongoing IPCC process.

The CMIP5 simulations were 
planned knowing that resource 
limitations would have to be care-
fully considered. Clearly, not all 
possible experiments of interest 
could be included. Nevertheless, 
the integrated set of CMIP5 simu-
lations attempt to address major 
priorities of several different com-
munities and incorporates some of 
the ideas and suggestions of many 
individuals and from a number of 
workshops and meetings.1 These 
workshops involved scientists with 
a wide range of interests, including 
climate modeling, biogeochemistry 

modeling, integrated assessment modeling, climate 
change impacts, climate analysis, climate processes, 
and climate observations.

With input from these various groups, CMIP5 
provides a framework for coordinated climate change 
experimentation that over the next several years (and 
well beyond the scheduled publication date of the 
IPCC AR5) promises to yield new insights about the 
climate system and the processes responsible for cli-
mate change and variability. More than 20 modeling 
groups are performing CMIP5 simulations using 
more than 50 models. CMIP5 is not meant to be 
comprehensive or exclusive. Rather, various groups 
and interested parties are developing additional 
experiments that build on or augment the CMIP5 
experiments. For example, the Coordinated Regional 
Downscaling Experiment (CORDEX), after applying 
a variety of methods, will produce high-resolution 
“downscaled” climate data based on the CMIP5 
simulations (Jones et al. 2011; see also http://wcrp 
.ipsl.jussieu.fr/SF_RCD_CORDEX.html). An entirely 
different group of scientists plans to carry out a set 
of Geoengineering Model Intercomparison Project 
(GeoMIP) experiments (Kravitz et al. 2011), which, 

FIG. 1. The relationship of CMIP5 to organizations established to 
coordinate climate research activities internationally and to the 
IPCC, the modeling centers, and the climate research community.

1 Notable contributions came from an Aspen Global Change Institute workshop (July 2006),  a joint WGCM–AIMES 
meeting (September 2006), a Snowmass Energy Modeling Forum (July 2007), an IPCC Expert Meeting on New Scenarios 
(Noordwijkerhout, the Netherlands, in September 2007), an International Detection and Attribution Group (IDAG) meeting 
(Boulder, Colorado, in January 2008), WGCM meetings (Hamburg, Germany, in September 2007; Paris, France, in September 
2008), a Working Group on Numerical Experimentation (WGNE) meeting (Montreal, Quebec, Canada, in November 2008), 
and individuals who have commented on various versions of Taylor et al. (2009).
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Into the 21st Century

• Massively parallel computing

• Semi-Lagrangian advection

• Unstructured grids

• Eddy-resolving ocean models

• Sea ice thickness 
distributions

• Parameterized phenology

In fact, because the atmosphere and ocean contain
eddies on all scales larger than a millimeter or so, a gray
zone can be defined for any practical choice of hori-
zontal resolution.
The gray zone for deep cumulus convection is thought

to be particularly important, however. Many of today’s
models have grid spacings that are in or approaching the
gray zone for deep convection. Ongoing research aims
to create resolution-independent parameterizations that
can work for a wide range of horizontal grid spacings,
including those that fall within the gray zone (e.g.,
Arakawa and Wu 2013). This will allow a single code,
based on a single set of equations, to be used with a wide
range of horizontal grid spacings—a very practical and
convenient modeling system.

b. The future of atmospheric dynamical cores

The ongoing increase in horizontal resolution, men-
tioned in the preceding section, has motivated the
development of ‘‘nonhydrostatic’’ dynamical cores
for global models, which do not use the quasi-static
approximation. Some current research is aimed at
evaluating the relative merits of using the ‘‘fully com-
pressible’’ system of equations, which allows ver-
tically propagating sound waves, versus alternative
systems that filter such waves (e.g., Arakawa and Konor
2009).
Because its cost grows faster than the number of de-

grees of freedom, and because of issues such as ‘‘spectral
ringing’’ in the presence of sharp gradients, the immi-
nent demise of the spectral method has been predicted
for several decades! The communication burden of the
spectral transforms on massively parallel machines may
be the final nail in the coffin.
Semi-Lagrangian advection schemes are complex

both algorithmically and in terms of their communica-
tion patterns. At the same time, their advantage in being

able to take large time steps is less important on quasi-
uniform grids. We may see a move away from semi-
Lagrangian schemes in the future.
Finally, semi-implicit integration schemes require the

solution of global elliptic problems, which are perceived
to be difficult to solve efficiently on massively parallel
machines. Consequently, new nonhydrostatic model
developments aimed at massively parallel machines
have tended to time splitting or vertically implicit in-
tegration schemes (Satoh et al. 2008; Skamarock et al.
2012; Zängl et al. 2015), though some attempts have
been made to demonstrate the feasibility and competi-
tiveness of parallel elliptic solvers (Heikes et al. 2013;
Sandbach et al. 2015).
There is now a vast number and variety of numerical

methods for atmospheric modeling under consideration
by the research community. A range of quasi-uniform
grids is being explored, the most popular being cubed
spheres, triangular and hexagonal icosahedra, and the
overset yin–yang grid (Fig. 12-12). Spatial discretiza-
tions include finite-difference methods, finite-volume
methods, and a variety of finite-element methods, which
are analogous to spectral methods but use local (rather
than global) basis functions. These are coupled with a
range of explicit, implicit, subcycling, and Riemann-
solver-based time integration schemes.
Current work is exploring some approaches that have

the potential for a major impact on the field, if they can
bemade to work well enough. Grids with geographically
variable (but temporally fixed) resolution are being
tested (e.g., Rauscher and Ringler 2014; Zarzycki and
Jablonowski 2015). An idea that has great potential to
improve the computational efficiency of weather and
climate simulations is to use a grid that dynamically
adapts to the solution, placing the highest resolution
where it is most needed. Alternative approaches are
moving the grid while retaining the grid topology, or

FIG. 12-12. Three examples of quasi-uniform spherical grids. (left) Cubed sphere; (middle) hexagonal–icosahedral grid; (right) yin–yang
grid. In practice the resolutions used would be much finer than shown here.
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An appetite for flops

It takes about a million million floating-point operations to simulate one day, with modest resolution.

Computer power has increased by about a factor of one hundred billion (1011)since I was in graduate school.

The machines are getting harder to program.
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Where technology is leading us

Clock speed,
MHz

It used to be true that as computers got faster, the additional speed could be used either to refine 
the grid or to make longer runs on the same grid. 

No more. 

Technology trends now encourage us to drastically refine our grids, but are less compatible with 
dramatically longer runs on the existing grids. 



Incremental improvements

Mountains

Tropical cyclones

Ocean basins

Qualitative changes

Eddy-permitting ocean models

Convection-permitting atmosphere models

Increasing resolution



Error growth as a function of resolution

Buizza 2010:

“...although further increases in 
resolution are expected to improve 
the forecast skill in the short and 
medium forecast range, simple 
resolution increases without model 
improvements would bring only very 
limited improvements in the long 
forecast range.”

Horizontal resolution impact on short- and long-range forecast error  
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show that as the forecast length increases, the positive impact of resolution decreases and eventually 
disappears. Results show that �(50%) for the control forecast increases by 2.5d (0.4d) in the perfect-
model (realistic) frameworks, and �(50%) for the perturbed forecasts increases by 0.5d (0.2d) in the 
perfect-model (realistic) frameworks.  The impact of resolution is much smaller, and in some cases 
negative, on �(71%). Table 4 lists the impact of the resolution increase of about a factor of 4, from 
T95 to T399, on �(25%), �(50%), �(71%) and �(95%) for the perturbed members. 

 

 

 
Figure 10: Predictability time limits �(�) when the average forecast error reaches 25% (top), 50% 
(middle) and 71% (bottom) of the asymptotic limit for the control (left panels) and the perturbed 
members (right panels) in the perfect-model (black symbols) and the realistic (grey symbols) 
framework for Z500 over NH. (Note that for the T799 control in the perfect-model framework � is 
infinite for since, by construction, the T799 control forecast is used as verification.) 

 

 Perfect-model Realistic 
T95 T399 Difference T95 T399 difference

�(25%) 3.4 4.2 0.8 2.9 3.4 0.5 
�(50%) 6.7 7.2 0.5 5.9 6.1 0.2 
�(71%) 9.9 9.9 0 9.0 8.7 -0.3 
�(95%) 18.1 16.4 -1.7 16.8 15.1 -1.7 

Table 4: Impact of resolution increase from T95 to T399 on the predictability times �(25%),  
�(50%), �(71%) and �(95%) computed for the perturbed members in the perfect-model and 
realistic framework, for Z500 over NH.   

“Ratio” refers to the ratio of forecast error to its 
saturation value. Black symbols for the T799 
“perfect model,” grey symbols for real forecasts.



Error versus resolution 
without changing the parameterizations

Error
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The trend to non-hydrostatic models

Faster, massively parallel computers are 
allowing us to use finer grids.

Finer grids can resolve weather systems, e.g., 
thunderstorms, that are not quasi-static.

For this reason, we are now building GCMs 
that do not use the quasi-static approximation.

These new high-resolution GCMs can borrow 
ideas from the well established mesoscale 
modeling community.

In non-hydrostatic models, vertically 
propagating sound waves must be controlled 
or filtered.



High-resolution physics

• The nature of the “sub-grid” physical 
processes depends on the grid size.

• Parameterizations that are 
appropriate for low-resolution 
models are not appropriate for high-
resolution models, and vice-versa.

• Can we design general or “unified” 
physical parameterizations that can 
be applied to a wide range of grid 
spacings?



Global circulation Cloud-scale
&mesoscale
processes

Radiation,
Microphysics,
Turbulence

Parameterize less.



When I was in grad school…

• All global circulation models were 
made in the USA.

• The work was purely academic — 
real-world applications we not being 
implemented yet.

• Funding was modest.

• The model users were the model 
developers.

• It took about two hours on a “fast” 
computer to simulate one day with a 
grid spacing of 400 km.
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